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S 53.01 To confirm the minutes of 52nd Senate meeting held on 12.02.2024. 

The minutes of 52nd Senate meeting held on 12.02.2024 were circulated among 

Senate members through email dated 22.02.2024. No comments have been 

received from any member of the Senate. The minutes are enclosed as 

Annexure S 53.01 from pages ~ to 15. 

The Senate may confirm the minutes of 52nd Senate meeting held on 

12.02.2024. 
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NATIONAL INSTITUTE OF TE HNOlOGY
 
KURUKSHETRA
 

MINUTES OF 52nd MEETING OF THE SENA TE 

Minutes of the 52nd meeting of the Senate, NIT, Kurukshetra held on Monday, 12th 

February 2024 at 3.30 p.m. in the Senate Hall of the Institute. 

MEMBERS PRESENT 

1.	 Prof. B.V. Ramana Reddy Chairperson
 
Director
 
National Institute of Technology
 
Kurukshetra
 

Internal Members (Department wise & in alphabetical order) 

Business Administration 

2. Dr. Neeraj Kaushik. Associate Prof. & HoD 

Civi E gineer'ng 0 rtm t 

3. Prof. Arun Goel, Professor 
4. Prof Ashwani Jain, Professor 
5. Prof. H.K Sharma, Professor 
6. Prof Parveen Aggarwal, Professor 
7. Prof. Pratibha Aggarwal, rofessor
 
8, Prof. S,K. Madan, Professor
 
9 rof. S.M. Gupta, Professor
 
10. Pmf V.P. Singh, Professor 

Compuler Engineering Department 

11 Prof " Singh, Profe's r
 
12 Pr f. Sanjay Ku ar Jain, Professor
 
13 Prof R.K Aggarw I, Profes~or
 

C	 mputer Applications Department 

14	 Dr. Sandeep Kumar Sood, Associate rot &. HoD 

Minutes )f 5.?nd meeting of Senate: 
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Electrical Engineering Department 

15 Prof. Ashwani Kumar, Professor 
16. Prof G.L. Pahuja, Professor 

17. Prof. Lillie Dewan, Professor 
18. Prof. Ratna oahiya, Professor 
19. Prof. Yash Pal, Professor 

Electronics & Communication Engineering Department 

20. Prof- Brahmjit Singh, Professor 
21. Prof. a.p. Sahu, Professor 
22. Prof. Rajoo Pandey, Professor 
23. Prof. Umesh Ghanekar, Professor 
24. Sh. Karan Sharma, Associate Professor & HoD 

Humanities & Social Sciences Department 

25. Prof. Vikas Choudhary, Professor 

Mechanical Engineering Department 

26. Prof. Ajain Jain, Professor 
27. Prof. Dinesh Khanduja, Professor 
28. Prof. Dixit Garg, Professor 
29. Prof. Gian Shushan, Professor 
30. Prof. Meenu, Professor 
31. Prof. P.c. Tiwari, Professor
 
32 Prof. P.K. Saini, Professor
 
33 Prof. Surjit Angra, Professor
 
34. Prof. V.K. Sajpai, Professor 

Mathematics Department 

35. Prof. Paras Ram, Professor 
36. Or. A.S.V. Ravj Kanth, Associate Professor & HoD 

Physics Department 

37. Prof. Ashavani Kumar, Professor 
38. Prof. R.P. Chauhan, Professor 

Member of BoG as Special Invitee 

39. Prof. Sandeep Santosh, Assistant Prof., ECE 

Minutes of 52nd meeting of Senate 

! 'I 

c/ , 
g(~"'~~s 

NIT Kurukshetra' '..:.\, .......;.
 

2
 

3
 



) 

NIT Kurukshetra 

he absence of followi m b rs t this meeting is noted: 

1.	 Prof. Vinod Kumar External member 

Professor, Electronics & Cornm. Engg., 
National Institute of Technology, 
Hamirpur (HP) 

2.	 Prof, Prasad V. Bharatam External member
 
Professor & Head,
 
Deptt. of Medicinal Chemistry
 
National Institute of Pharmaceutical
 
Education and Research (NIPER),
 
Mohali (Punjab)
 

3,	 Prof. (Ms.) Manju Singh. External member
 

Professor,
 
Deptt. of Humanities & Social Sciences,
 
Malaviya National Institute of Technology,
 
Jaipur (Rajasthan)
 

nter al Memb rs (Department wise & in alphabetical order) 

C,	 il ngineering Department 

4. Prof K.K. Singh, Professor
 
5, Prof. Mahesh Pal, Professor
 
6.	 Prof. Saraswati Setia, Professor 
7.	 Prof. S.K Patidar. Professor 
8.	 Prof. Surinder eswal, Professor 

Chemistry Department 

9.	 Prof. 'linati Baral, Professor 

Computer Engineering Department 

10. Prof. J.K. Chhabra, Professor 
11. Prof. M yank Dave, Profesor 

Electrical Engineering Department 

12, Prof. Jagdeep Singh L ther, Prof SSOI 

13. Prof Jy Ii 011(. Professor 
14. Prof L.1\.1. Saini. Professor 

M1nu'es Ilf 52nd meeting ()f enate 
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15. Prof. Sathans, Professor 

Electronics & Communication Engineering Department 

16. Prof. R.K. Sharma, Professor 

Humanities & Social Sciences Department 

17. Prof. Kiran, Professor 

Mechanical Engineering Department 

18. Prof. Hari Singh, Professor 
19. Prof. Pankaj Chandna, Professor 
20. Prof. Puneet Kumar, Professor 
21. Prof. Vinod Kumar, Professor 

Physics Department 

22. Prof. Neena Jaggi, Professor 

At the outset, the Hon'ble Director and the Chairman of the Senate welcomed all 

members of the Senate. He further advised all Senators to regularly attend and 

participate in the discussions of the Senate. He then accorded permission to present 

the agenda of the meeting. 

The agenda was presented and after detailed deliberations, the following decisions 

were taken in the meeting 

S 52.01	 To confirm the minutes of 51 51 Senate meeting held on 2a.11.2023. 

The Senate confirmed the minutes of 51 sl Senate meeting held on 

28.11.2023. 

S 52.02	 To note action taken report on the minutes of 51 st Senate meeting 
held on 28.11.2023. 

The Senate noted the action taken report on the minutes of 51 st Senate 

meeting held on 28.11.2023. 

Minutes of 52nd meeting of Senate 4 
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While noting the action taken on agenda item no 

approved the report of the Committee regarding 

convert CGPA to percentage 

NIT Kurukshetra' 

S 51.14, the Senate 

multiplying factor to 

S 52.03 To ratify the approval of the Chairman, Senate for Inclusion of new 
elective "Drone Technology" in 8th semester of Elect. Engg. from the 
AY 2023~24. 

The Senate ratified the approval of the Chairman, Senate for Inclusion of 

new elective "Drone Technology" in 8 th semester of Elect. Engg. from the 

AY 2023-24. 

S 52.04 To consider the proposal for establishment of seven (07) RECK-73 
Alumni Scholarships. 

The Senate considered and approved the proposal for establishment of 

seven (07) RECK-73 Alumni Scholarships, 

S 52.05 To consid r the proposal for est blishment of Amit Gupta 
Scholarship. 
After discussions, the Senate approved the proposal for establishment of 

Amit Gupta Scholarship on the similar terms of R CK-73 Alumni 

Scholarships, For the purpose, a financial con ribution will be made by the 

concerned person which will be kept in lhe form or 0, to be utilized for 

the benefit of student f the Institute. 

S 52.06 To consider the request of Mr. Ajay Kumar Rathi (Roll no, 2K2737), 
an M.Tech. student 0 2002 batch of W ter Resources Engineering 
for conducting the final M.Tech. Viva-voce exam. 

r discussion , the Se did not agr e to conduct the final M Tech 

Viva-voce exam. of Mr. Ajay ~<.umar Rathi (Roll no. 2K273 (), an M. Tech 

studenl of 2002 batch ot Water R sourc s Engineering 
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S 52.07	 To consider the proposal to change the status of M.Tech. programme 
from full time to part time. 

The Senate con idered and approved the proposal to change the status of 

M.Tech. programme from full time to part time with following guidelines: 

1.	 The student must have completed Semester I and II without any 

backlog. 

2.	 The request will be sent by DAC/SAC with clear recommendation of 

concerned Department/School. 

3.	 Maximum period of registration remains same i.e. student shall complete 

his/her M.Tech. programme within 5 years from the date of admission. 

4.	 The student will inform his/her employer regarding continuation of his/her 

PG programme during job. 

5.	 The MTech. students after change of status will not be eligible for any 

scholarship/stipend. 

6.	 Once the status changed from full time to part time, he/she cannot revert 

back. 

7.	 If a student submitted his/her M.Tech. Dissertation after completion of 

two years, he/she will have pay semester continuation fee and full 

semester fee as applicable 

S 52.08	 To consider the request of a first year M. Tech student for drop & 
repeat. 

The Senate considered and approved ~~G reque::;t ~f ivir. Bhukya 

Abhishek, Roll No.323103207, a stucient of M.Tech. CSE (Cyber Security) 

for dropping & repeating his first year of the M.Tech. Program from the 

session 2024-25 onwards due to medical reasons. As a special case, the 

Senate decided that the scholarship will be given to the student from the 

session 2024-25. 

Minutes of 52nd meeting of Senate	 6 

1 



S 52.09 To consider the 
finance seats in 
Mathematics. 

proposal 
all M.Sc. 

NIT Kurukshetra 

fo re-distribution of regular and self-
programmes of Physics, Chemistry & 

The Senate considered and approved the proposal for re-distribution of 

regular and self-finance seats in all M.Sc. programmes of Physics, 

Chemistry & Mathematics. Now, the regular seats in all M.Sc. 

programmes will be 25 and the self-finance seats will be 05 in place of 

1515. 

The Senate confirmed the minutes of the agenda item during the meeting 

itself and recommended to the Board of Governors for approval. 

S 52.10 To consider and approve the Academic Calendars for Odd and Even 
Semesters of Academic Year 2024·25. 

The Senate considered and approved the Academic Calendars for Odd 

and Even Semesters of Academic Year 2024-25. 

S 52.11 To consider e propo al for h d • entraliz tion .Te h. exam. 

The Senate considered and approved t e proposal for de-centralization of 

BT ch. exam. The end semester UG examinations will be conducted at 

he departmental level. Further, il was also deCided that t 1e detailed 

guidelines for conduct of examinations will be notified by Dean 

{A J mic) in due course of time 

S 52.1? To consider 
departments. 

the proposal to start minor egree COL rscs in all 

Th enate consider d an p r ved til propo-al 10 start minor degree 

courses in all d artmemAIl de al1m nls will offer minor de I-ee 

orogramme' si L1ltane usly with th ir B Tech. urriculum T ey will 

prepare Hlf' syllabUS ami eh me 0 the minor degree programmes which 

11PllIlt.l'i 01 2fld leLlillO . IIR,. 7 
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will be placed in the next Senate meeting. The fee will also be decided 

very soon. 

Students who want to enroll in a minor degree programme must complete 

a minimum set of 4/5 additional courses, which must have a total credit in 

the range 12-16. These courses are chosen from a particular list of 

courses designated for the minor degree programme. In order to be 

qualified for the B. Tech Degree with a Minor, a student must enrol in 

four/five pertinent minor courses during semesters 4-8. They must obtain 

the required credits for these courses and maintain a minimum CGPA of 7 

for the minor degree courses. A separate grade card will be provided for 

the courses that are credited towards the minor degree programme. A 

student who successfully completes the minor degree programme shall be 

awarded the degree in the respective branch with a minor in the chosen 

specialization as a single certificate. The Institute has the authority to 

determine the minimum number of students required for offering a minor 

degree programme and to limit the number of available seats for each 

minor degree programme. Additionally, the overall number of seats 

available in the minor degree programmes will be a fraction of the 

approved sanctioned for the Undergraduate (UG) courses. No backlog for 

the first two semesters shall be the admission criteria for the minor 

programme. 

The Senate confirmed the minutes of the agenda item during the meeting 

itself and recommended to the Board of Governors for approval. 

S 52.13	 To consider the admission status of PG programmes for the last 
three years. 

After detailed deliberations, the Senate decided that those PG 

programmes which have very less admissions for the past three years, 

may be put in abeyance. In view of this, PG specialization named 

Instrumentation in Physics and Water Resources Engg. in Civil Engg. may 

Minutes of 52nd meeting of Senate	 8 
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be put in abeyance. The seats of those PG programmes may be 

decreased in which admission is low for the past two years. Accordingly, 

the Senate proposed the new seat matrix of different PG programmes 

which is as under 

Sr. Name of Branch I Proposed Seat Matrix 
No. program ! from AY 2024·25 

Regular Self

1 Civil Engineering 

Environmental Engg. 

Geotechnical Engg. 

_I finance 
15 

15 
I 

I 
05 

05 
J 

Structural Engg. 20 I 05 

Transportation Engg. 20 I 05 

p gg2 
I 

. Com uter En 
Computer Engg . i 31 I 15 

25 10 

Control System 10 05 
Cyber Security 

. Electrical 10 05
3 

Engineering 
. Power System 10
 

Electronics &
 15
 
4
 Communication
 

Engg.
 
10
 

Mechanical

5 10 

10 

Materials Science & 

Machine Design . Engg. 

6 Physi s -INanotechnology 

Thermal Engineering 

.------+------------------- 
I chool of LSI VLSI Design 40
 

Design &
 257 Embedded System Imbedded 
esignstem
 

School of
 10 I 
Renewable enewable Energy

8 
Energy Syst I S 

__-,',-Effici ~ jf----- f---- -----I'----__ -- TOT J 12I_~-=· L SEATS 

1.0 
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The name of MTech. Nanomaterials & Nanotechnology in Physics may 

be changed to generic name Le. "Materials Science & Nanotechnology" 

The Senate confirmed the minutes of the agenda item during the meeting 

itself and recommended to the Board of Governors for approval. 

S 52.14	 To consider the proposal for starting Integrated programmes in all 
branches of a.Tech. programmes. 

After detailed deliberations, the Senate approved the proposal for starting 

integrated programmes in all branches of B.Tech. programmes. Ten 

percent of total seats of all branches will be earmarked to integrated 

programmes. 

The Senate confirmed the minutes of the agenda item during the meeting 

itself and recommended to the Board of Governors for approval. 

S 52.15	 To consider the proposal of revision of fee structure for a.Tech. 
programmes. 

The Senate considered and approved the proposed revised fee structure 

excluding tuition fee for B.Tech. programmes with minor modifications. 

After modifications, the revised fee structure p.xcludinq tuition fee for 

B.Tech. programmes will be as follows: 

Particulars of Fee (Rs.) Institute Charges 
(A.Y.2024·25) 

Alumni Endowment Contribution (one time) 
Student Welfare Fund (one time) 
Admission/Regn. Fee (One time) 
Watch & Ward Exps (one time) 
Convocation (One time) 
Library Fee (One time) 
Institute Security (Refundable one time) 
Library Security (Refundable: one time) 

2500 
1000 
1600 
5600 
2400 
700 

7000 
1600 

I 

Minutes of 52nd meeting of Senate 
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Medical Insurance & Health Care (per year) 1800 
Student Activity Fee (per sem.) 5500 
Instt. Dev. Fund (per sem) 3500 
Carrier Development Fee (per sem) 800 
Examinational Fee (per sem) 1600 
Campus Amenities (per year) 1000 

Entrepreneurship & Start-up (per year) 1000 

Seat Rent (Fixed) . per semester 5000 

Total 42600 
Hostel usage Charges 
Triple Occupancy - per semester 4000 
Double Occupancy - per semester 7000 
Single Occupancy - per semester 10000 
Total Fee (Triple Occupancy) - per 
semester 

46600 ! 

Total Fee (Double Occupancy) • per 
semester 

49600 

Total Fee (Single Occupancy) - per 
semester 52600 

Not Institute charges will b incre 
inance omm'tte decision. 

s d at the ate of 5% ev ry y r a per 

The fee structure for each batch for entire course will be displayed on the 

Institute website. 

The Senate confirmed the minutes of the agenda item du ing I e meeting 

itself and reco mended I e Finance Committee and th Bard of 

Govern (5 for approvaL 

S 52. 6 To consider the proposal of redistribution of seats and starting of 
new B. Tech. Pl'Ograms and a,Arch. & Planning course. 

After detailed deliberatio s, the Senat approved the pr posal of 

redistri ulion of seats an startin of new B Tech Programs an B Ar . 

& Planning course ittlin the existi 9 in ake from the AY 2024-25. 

II 
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The details of all B.Tech. programmes with re-distribution of seats are as 

under: 

I Sr.No. 
I 

Name of B.Tech. 
Iprogramme I 

Total 
Seats 

Degree offered 

1 Computer SCience 120 a.Tech. in Computer Science 
~ and Engg. I and Engg. I

1 2 I Civil Engg. I 120 . a.Tech. In Civil Engg 
I 

I 3 Electrical Engg. 120 a.Tech. in Elect. Engg. 

4 Electronics & . 120 a.Tech. in Electronics & Comm 
___I Comm. Engg_. ..--E....;n-C"'-'''---- --. 

5 JInformation 60 a.Tech. in Information 
>--__. f-T,:-,e=-c::..:.h-.:...n:...::o.:..:.lo:.,;;guy-=- .__<-1Technolo 

6 Mechanical Engg 120 a.Tech. in Mechanical Engg. 

r- 7 Production & 40 a. Tech. in Production & 
1 Industrial En I jlndustrial Engg 

8 Artificial Intelligence 60 a.Tech. in Computer Science 
& Machine Learning I and Engg. (Artificial Intelligence 

I & Machine Learnin 
Industrial Internet of 60 a.Tech. in Electronics & Comm. 
Things Engg. (Industrial Internet of 

Thin s 
10 Mathematics and 57
 

Com utin
 
11
 Robotics & Artificial 50
 

Intelligence
 

-~ Micro Electronics & I 60
 
,~ IVLSI
 

13
 Artificial Intelligence
 
& Data Science
 

I
 

I
 14
 Sustainable Energy
 

60
 

60 
Technologies 

I
I 

15 la. Arch. & Planning 40 
I 

VLSI) 
a.Tech. in Computer Science 
and Engg (Artificiel Ir.telligence 
& Data Science) jointly 
organized by Deptt. of 
Computer Science and 
Computer Applications 
a.Tech. in Elect. Engg. I(Sustainable Energy 
Technoloqies) 

I 

Minutes of 52nd meeting of Senate 
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The Senate confirmed the minutes of agenda item during the meeting 

itself as the information of seat matrix is to be provided to JoSAA/CSAB

2024 after the approval of the BoG of the Institute 

Any other item: 

Under any other item, HoD, Humanities & Social Sciences proposed to 

start M,Sc, in Economics The Chairman, Senate desired to put the 

proposal with details in the next meeting of the Senate. 

The meeting ended with a vote of thanks to the Chair, 

~ ''I ~ 

, -.\-')y~&:'·~<uL:" • '.+ 

(G,R. Samantaray) ~J2.'/,111:>.o·1 
Registrar Incharge & 

I fl.,vl Secretary, Senate
• ( 'r ~() _--

I, _-:-1'

(R.P,C auhan)
 

Dean (Academic)
 

( 8,V, R~mana Reddy)
 
Director [I" Chairman Senate
 

13Millliles llf 521ld rneeting of Senate 
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KURUKSHETRA
 

Revised minutes in respect of agenda item no. 5 52.09 of 52 nd Senate meeting 
held on 12.02.2024. 

S 52.09	 To consider the proposal for re-distribution of regular and self-finance seats in 
all M.Sc. programmes of Physics, Chemistry & Mathematics. 

The Senate considered and approved the proposal for re-distribution of regular and
 

self-finance seats in all M.Sc programmes of Physics, Chemistry & Mathematics. Now,
 

the regular seats in all M.Sc. programmes will be 25 and the self-finance seats will be
 

05 in place of 15:15.
 

Further, it was decided that the fee structure of the candidates admitted under self


finance in all M.Sc. programmes will have 50% higher tuition fee as already decided in
 

the 50th Senate meeting held on 25.7.2023 vide agenda item no. S 50.16 for M.Tech.
 

programmes.
 

The Senate confirmed the minutes of the agenda item during the meeting itself and
 

recommended to the Board of Governors for approval.
 

~~ 
(G.R. Samantaray) ~ l.bf~"M 
Registrar Incharge & 

( { ,if.A. /,4/.6; '1 Secretary, Senate 
(I/, - j.l.t 

(R.P. cfu an)
 
Dean (AcadE~mic)
 

r 
( SV. Ramana Reddy) I 

Director & Chairman Senate 

) 
\5 



553.02 To note the minutes of 67 th SCSA meeting held on 23.04.2024. 

The minutes of 67th SCSA meeting held on 23.04.2024 were circulated 

among Senate members through email dated 30.04.2024. No comments 

have been received from any member. The minutes are enclosed as 

Annexure S 53.02 from pages 17 to 19. 

The Senate may confirm the minutes of 67th SCSA meeting held on 

23.04.2024 

\,
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No. Acad.l2024/67th SCSAJ ~ yg Dated:	 LCJ .y. c Lj 

30 

Subject:	 Minutes of the 67th SCSA meeting held on 23.04.2024 at 3.00 p.m. in 
the Board Room of the Institute. 

The following members attended the 67th SCSA meeting held on 23.04.2024 at 3.00 

p.m. in the Board Room of the Institute: 

S.No. Name & Designation Or./Prof./Ms.	 I 
1. V.P.Singh, Officiating Director & Chairman, SCSA I 

Dean (E&C) & Dean (P&D) 
-~ 

2. Brahmjit Singh, Senior most Professor 

3. Minati Baral, Senior most Professor & HoD, Chemistry 

4. R.K. Sharma, Dean (R&C) & Coordinator, VLSI	 I 
I5. S.M. Gupta, Dean (FW) 

6. Dixit Garg, Dean (SW) 

7. R.P. Chauhan, Dean (Academic) 

8. ; Arun Goel, HOD Civil 

~.:._I Hari Singh, HOD Mech. I
10 . J l' Oh . HOD EI 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20.
l-___ 

yo I n, ec. 

Karan Sharma, HOD ECE 

A.K. Singh, HOD Computer 

Neena Jaggi, HOD Physics 

J.K. Kapoor, HOD Chemistry 

A.S.v. Ravi Kanth, HOD Maths. 

Vikas Choudhary, HOD Humanities 

Dr. Kapil, for HOD, CA 

Neeraj Kaushik, HOD BA 

Ashwani Sharma, Coordinator SREE 

Sh. GR. Samantaray, Registrar lie & Secretary SCSA 

t 

, 

I 

! 

~ 

I 

At the outset, the officiating Director and Chairman, SCSA welcomed all the members 

of SCSA and granted permission to take up the agenda items. 
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After detailed deliberations on the agenda items, the following decisions were taken· 

SCSA 67.01	 To consider the proposal for printing the degrees of 2022 & 2023 
pass out students before Convocation. 

After detailed deliberations, the SCSA considered and approved the 

proposal for printing the degrees of 2022 & 2023 pass out students 

before Convocation. The students will have to pay one time payment 

(Rs. 1500/-) for their degree certificate when they receive it from the 

Institute. 

SCSA 67.02 To consider and decide the fee for Minor Degree Courses. 

After detailed deliberations, the SCSA decided that the fee for Minor 

Degree Courses @ Rs. 4000/- per credit. Further, a Committee will be 

constituted by the Competent Authority to formulate the modalities for 

the disbursement of financial resources to academics and staff. 

The Departments/Schools will prepare the curriculum for Minor Degree 

Courses within 15 days through their respective Board of Studies and 

send to the office of the Dean (Acad.). 

SCSA 67.03 To consider and decide the refund policy for those candidates who 
do not report in the Institute after the allotment of seats for the 
admission in UG and PG programs. 

The SCSA did not agree with the proposal. In view of revenue loss and 

vacant seats throughout the course of the Institute, no fee will be 

refunded to those candidates who do not report to the Institute after the 

allotment of seats for admission in UG and PG programs. 

SCSA 67.04 To consider the letter of Ministry of Housing and Urban Affairs, 
Govt. of India for empaneling the Institute to impart PG training 
course for the candidates sponsored by Central Public Health and 
Environmental Engg. Organisation (CPHEEO). 

The SCSA while considering the letter of the Ministry of Housing and 

Urban Affairs, Govt. of India, for empaneling the Institute to impart PG 

training courses for the candidates sponsored by CPHEEO for 

- ~. f 
' .. 
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Environmental Engg., decided that the case will be sent to Civil Engg 

Depttto discuss and finalize the proposal through their Departmental 

Advisory Committee (DAC) for Post Graduate Course and Refresher 

Course and the recommendations will be sent to the Dean (Acad.) for 

further process. 

Any other item: 

While considering the nomenclature of new B.Tech. courses and 

degrees offered, after discussions with the HoDs of Mechanical Engg. 

and Electronics & Communication Engg., the following decisions were 

taken: 

Sr.No. of Degree offered 

1. B.Tech. in Robotics 
& Automation 

Micro As approved in the 
Electronics & 52nd Senate 
VLSI meeting vide 
Engineering agenda item no. 

·S52.16 

2. 

The minutes of all the items were confirmed during the meeting itself. 

The meeting ended with a vote of thanks to the Chair. 

-Ci)<...-..-t .~ 1 
Registrar IIC and ~ ~ eJ4! ~ 
Secretary, SCSA 
NIT Kurukshetra 
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~ 

A;~s.:-r:;;J.,) ) cIt/ 
Chairman, SCSA and 
Officiafing Director, NIT Kurukshetra 
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S 53.03 To note the action taken report on the minutes of the minutes of 52nd Senate meeting held on 12.02.2024. 

The action taken on the minutes of minutes of 52nd Senate meeting held on 12.02.2024 is as under: 

Action Taken Report on the minutes of the minutes of 525t Senate meeting held on (28.11.2023). 

Item Agenda Item Minutes of the Item Action 
No. 

p 52.01 To confirm the minutes of 51 st Senate meeting The Senate confirmed the minutes of 51 st Senate meeting The Senate confirmed the 
held on 28.11.2023. held on 28.11.2023. minutes. 

p 52.02 To note action taken report on the minutes of 51 st The Senate noted the action taken report on the minutes of The Senate noted the 
Senate meeting held on 28.11.2023. 51 st Senate meeting held on 2811.2023. action taken report 

While noting the action taken on agenda item no. S 51.14, 
the Senate approved the report of the Committee regarding 
multiplying factor to convert CGPA to percentage. 

S 52.03 To ratify the approval of the Chairman, Senate for The Senate ratified the approval of the Chairman, Senate for Action was taken. 
Inclusion of new elective "Drone Technology" in Inclusion of new elective "Drone Technology" in 8th 
8th semester of Elect Engg. from the AY 2023 semester of Elect. Engg. from the AY 2023-24. 
24. 

S 5204 To consider the proposal for establishment of The Senate considered and approved the proposal for Action was taken. In this 
seven (07) RECK-73 Alumni Scholarships. establishment of seven (07) RECK-73 Alumni Scholarships. regard, a letter no. 

Acad./2024/368 dt 
4.32024 has been sent to 
the concerned 

S 52.05 To consider the proposal for establishment of After discussions, the Senate approved the proposal for Action was taken. In this 
Amit Gupta Scholarship. establishment of Amit Gupta Scholarship on the similar regard, a letter no. 

terms of RECK-73 Alumni Scholarships. For the purpose, a Acad./2024/371 dt 
financial contribution will be made by the concerned person 4.3.2024 has been sent to 
which will be kept in the form of FD, to be utilized for the the concerned. 
benefit of students of the Institute. 

~- cf(
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~ 52.06 To consider the request of Mr. Ajay Kumar Rathi 
(Roll no. 2K2737), an M.Tech. student of 2002 
batch of Water Resources Engineering for 
conducting the final M.Tech. Viva-voce exam. 

After discussions, the Senate did not agree to conduct the 
final M.Tech. Viva-voce exam. of Mr. Ajay Kumar Rathi (Roll 
no. 2K2737), an M.Tech. student of 2002 batch of Water 
Resources Engineering. 

Action was taken. In this 
regard, an email dt. 
23.2.2024 was sent to the 
concerned. 

~ 52.07 To consider the proposal to change the status of 
M.Tech. programme from full time to part time. 

The Senate considered and approved the proposal to 
change the status of M.Tech. programme from full time to 
part time with following guidelines: 
1.The student must have completed Semester I and II 
without any backlog. 

Action was taken. In this 
regard, a letter has been 
issued vide no. 
Acad./2024/367 dated 
4.3.2024. 

2.The request will be sent by DAC/SAC with clear 
recommendation of concerned DepartmenUSchool. 
3.Maximum period of registration remains same i.e. student 
shall complete his/her M.Tech. programme within 5 years 
from the date of admission. 
4.The student will inform his/her employer regarding 
continuation of his/her PG programme during job. 
5.The M.Tech. students after change of status will not be 
eligible for any scholarship/stipend. 
6.0nce the status changed from full time to part time, he/she 
cannot revert back. 
7.lf a student submitted his/her M.Tech. Dissertation after 
completion of two years, he/she will have pay semester 
continuation fee and full semester fee as applicable. 

~ 52.08 To consider the request of a first year M. Tech 
student for drop & repeat. 

The Senate considered and approved the request of Mr. 
Bhukya Abhishek, Roll NO.3231 03207, a student of M.Tech. 
CSE (Cyber Security) for dropping & repeating his first year 
of the M.Tech. Program from the session 2024-25 onwards 
due to medical reasons. As a special case, the Senate 

Action was taken. In this 
regard, a letter no. 
Acad./2024/370 dt. 
4.3.2024 has been sent to 
the concerned. 

decided that the scholarship will be given to the student from 
the session 2024-25. 

~ 52.09 To consider the proposal for re-distribution of 
regular and self-finance seats in all M.Sc. 
programmes of Physics, Chemistry & 
Mathematics. 

The Senate considered and approved the proposal for re
distribution of regular and self-finance seats in all M.Sc. 
programmes of Physics, Chemistry & Mathematics. Now, 
the regular seats in all M.Sc. programmes will be 25 and the 
self-finance seats will be 05 in place of 15:15. 

Action was taken. The BoG 
also approved the same in 
its 65th meeting held on 
6.3.2024 vide agenda item 
no. BoG 65.8. Accordingly, 
vide letter no. Acad./2024/ 
590 dt. 16.4.2024, the 

I,U 
r> 



~ 52.10 To consider and approve the Academic 
Calendars for Odd and Even Semesters of 
Academic Year 2024-25. 

~ 52.11 To consider the proposal for the de-centralization 
of B.Tech. exam. 

~ 52.12 To consider the proposal to start minor degree 
courses in all departments. 

The Senate confirmed the minutes of the agenda item during 
the meeting itself and recommended to the Board of 
Governors for approval 
The Senate considered and approved the Academic 
Calendars for Odd and Even Semesters of Academic Year 
2024-25. 

The Senate considered and approved the proposal for de
centralization of B.Tech. exam. The end semester UG 
examinations will be conducted at the departmental level 
Further, it was also decided that the detailed guidelines for 
conduct of UG examinations will be notified by Dean 
(Academic) in due course of time. 
The Senate considered and approved the proposal to start 
minor degree courses in all departments. All departments 
will offer minor degree programmes simultaneously with 
their B.Tech. curriculum. They will prepare the syllabus and 
scheme of the minor degree programmes which will be 
placed in the next Senate meeting. The fee will also be 
decided very soon. 
Students who want to enroll in a minor degree programme 

must complete a minimum set of 4/5 additional courses, 
which must have a total credit in the range 12-16 These 
courses are chosen from a particular list of courses 
designated for the minor degree programme. In order to be 
qualified for the B Tech Degree with a Minor, a student must 
enrol in four/five pertinent minor courses during semesters 
4-8 They must obtain the required credits for these courses 
and maintain a minimum CGPA of 7 for the minor degree 
courses A separate grade card will be provided for the 
courses that are credited towards the minor degree 
programme A student who successfully completes the 
minor degree programme shall be awarded the degree in the 
respective branch with a minor in the chosen specialization 
as a single certificate. The Institute has the authority to 
determine the minimum number of students required for 
offering a minor degree programme and to limit the number 
of available seats for each minor degree programme. 
Additionally, the overall number of seats available in the 

information was sent to all 
concerned. 

Action was taken. A 
notification has been 
issued vide nO.Acad.i2024/ 
369 dt. 4.3.2024. 
Action was taken. 

Action was taken. The BoG 
also approved the same in 
its 651h meeting held on 
6.3.2024 vide agenda item 
no. BoG 65.8. Accordingly, 
letter no. Acad.i2024/ 592 
dt. 16.4 2024 was sent to 
all concerned. 



minor degree programmes will be a fraction of the approved 
sanctioned for the Undergraduate (UG) courses. No backlog 
for the first two semesters shall be the admission criteria for 
the minor programme. 
 The Senate confirmed the minutes of the agenda item 
during the meeting itself and recommended to the Board of 
Governors for approval. 

S 52.13 To consider the admission status of PG 
programmes for the last three years. 

After detailed deliberations, the Senate decided that those 
PG programmes which have very less admissions for the 
past three years, may be put in abeyance.  In view of this, 
PG specialization named Instrumentation in Physics and 
Water Resources Engg. in Civil Engg. may be put in 
abeyance.  The seats of those PG programmes may be 
decreased in which admission is low for the past two years.  
Accordingly, the Senate proposed the new seat matrix of 
different PG programmes which is as under: 

Sr. 
No 

Name of 
program 

Branch Seat Matrix from 
AY  2024-25 
Regular Self- 

finance 

1 

 
 
 
 
Civil Engg. 

Environmental 
Engg. 

15 05 

Geotechnical 
Engg.  

15 05 

Structural 
Engg. 

20 05 

Transportation 
Engg. 

20 05 

2 
Computer 
Engg. 

Computer 
Engg. 

31 15 

Cyber Security 25 10 

3 

Electrical 
Engg. 

Control 
System 

10 05 

Power 
Electronics & 
Drives 

10 05 

Power System 10 05 

Action was taken.  The 
BoG approved the new 
seat matrix of different PG 
programmes in its 65th 
meeting held on 6.3.2024 
vide agenda item no. BoG 
65.8.  Accordingly, a letter 
no. Acad./2024/588 dt. 
16.4.2024 has been sent to 
all HoDs / School 
Coordinators. 



4 
Electronics 

1& Comm. 
Engg. 

5 
Mechanical 

I Engg. 

I 
I I I 

6 

7 

8 

I 

1 

Physics 

School of 
VLSI 
Design & 
Embedded 
S stem 
School of 
Renewable 
Energy & 
Efficiency 

Communi- 15 05 
cation 
Systems 
Production & 10 05I I 
Industrial 
Engg. 

I hs-Machine 10 
Design 
Thermal 
En ineerin 
Materials ~:---t-:-1 i 
Science & 10 05 
Nanotechno
logy 

I 40 I 
1 

20VLSI Design 

Embedded 25 10I I 
System 
Design nO 05Renewable 
Energy 
Systems 

I __-L_ 

The name of M.Tech. Nanomaterials & Nanotechnology in 
Physics may be changed to generic name ie "Materials 
Science & Nanotechnology" 
The Senate confirmed the minutes of the agenda item during 
the meeting itself and recommended to the Board of 
Governors for approval.

P52.14 To consider the proposal for starting Integrated After detailed deliberations, the Senate approved the 
programmes in all branches of B.Tech. proposal for starting integrated programmes in all branches 
programmes. of B.Tech. programmes. Ten percent of total seats of all 

branches will be earmarked to integrated programmes. 
The Senate confirmed the minutes of the agenda item during 
the meeting itself and recommended to the Board of 
Governors for approval. 

Action was taken The 
BoG approved the 
proposal in its 65th meeting 
held on 6.3.2024 vide 
agenda item no. BoG 65.8 
Accordingly, a letter no 
Acad.l2024/591 dt. 
164.2024 has been sent to 

fU 
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The Senate considered and approved the proposed revised 
fee structure excluding tuition fee for B.Tech. programmes 
with minor modifications. 
After modifications, the revised fee structure excluding 
tuition fee for B.Tech. proQrammes will be as follows: 

all HoDs / School 
Coordinators. 

652.15 To consider the proposal of revision of fee 
structure for B.Tech. programmes. 

Action was taken. In this 
regard, a notification has 
been issued vide no 
Acad ./2024/587 dated 
16.4.2024. 

Particulars of Fee (Rs.) 
Institute Charges 

(A.Y. 2024-25) 
Alumni Endowment Contribution 
(one time) 

2500 

Student Welfare Fund (one time) 1000 
Admission/Regn. Fee (One time) 1600 
Watch & Ward Exps (one time) 5600 
Convocation (One time) 2400 
Library Fee (One time) 700 
Institute Security (Refundable one 
time) 

7000 

Library Security (Refundable: one 
time) 

1600 

Medical Insurance & Health Care 
(per year) 

1800 

Student Activity Fee (per sem.) 5500 
Inslt. Dev. Fund (per sem) 3500 
Carrier Development Fee (per 
sem) 

800 

Examinational Fee (per sem) 1600 
Campus Amenities (per year) 1000 
Entrepreneurship & Start-up 
(per year) 

1000 

Seat Rent (Fixed) - per semester 5000 

Total 
42600 

Hostel usage Charges 
Triple Occupancy - per semester 4000 
Double Occupancy - per semester 7000 
Single Occupancy - per semester 10000 
Total Fee (Triple Occupancy) 
per semester 

46600 
~
 



Total Fee (Double Occupancy) 
per semester 49600 

Total Fee (Single Occupancy) 
per semester 52600 

Note: Institute charges will be increased at the rate of 5% 
every year as per Finance Committee decision. 
The fee structure for each batch for entire course 
displayed on the Institute website. 

will be 

The Senate confirmed the minutes of the agenda item during 
the meeting itself and recommended to the Finance 

B52.16 To consider the proposal of redistribution of seats 
and starting of new B. Tech. Programs and 
B.Arch. & Planning course. 

After detailed deliberations, the Senate approved the 
proposal of redistribution of seats and starting of new B. 
Tech. Programs and B.Arch. & Planning course within the 
existing intake from the AY 2024-25. 
The details of all B.Tech. programmes with re-distribution of 
seats are as under: 

Committee and the Board of Governors for approval. 

2 I Civil Engg. 120 

Sr. Name of B.Tech. 
No programme 
1 Com puter Science 

and Engg. 

Total 
Seats 

120 

Degree offered 

B.Tech. in 
Computer Science 
and Enqq. 
B.Tech. in Civil 
Enqq. 

Action was taken The 
BoG approved the re
distribution of UG seat 
matrix and new B.Tech. 
programmes in its 65th 

meeting held on 6.3.2024 
vide agenda item no. BoG 
65.8. Accordingly, a letter 
no. Acad.l2024/589 dt. 
16.4.2024 has been sent to 
all HoDs. 

3 I Electrical Engg. 120 B.Tech. in Elect. 
Enqq. 

4 I Electronics & Comm. 
Engg. 

~rmation 
Technology 

I 

120 

60 

B.Tech. in 
Electronics & 
Comm. Enqq 
BTech. in 
Information 
Technoloqy 

6 I Mechanical Engg. 120 B.Tech. in 
Mechanical Engg. 

I I II 

7 

8 

I Production &1 40 
Industrial Engg. 

Intell igence i-----5-oI Artificial 
& Machine Learning 

B.Tech. in 
Production & 
Industrial Enqq. 
B.Tech. in 
Com puter Science 
and Enqq. 

f'l 
(f\ 



(Artificial 
Intelligence & 
Machine 
LearninQ) 

9 Industrial Internet of 60 B.Tech. in 
Things Electronics & 

Comm. Engg. 
(Industrial Internet 
of Things) 

10 Mathematics and 57 B.Tech. in 
Computing Mathematics & 

Computing 
11 Robotics & 50 B.Tech. in 

Automation Mechanical Engg. 
(Robotics & 
Artificial 
IntelliQence) 

12 Micro Electronics & 60 B.Tech. in 
VLSI Engg. Electronics & 

Comm. Engg. 
(Micro Electronics 
& VLSI) 

13 Artificial Intelligence 60 B.Tech. in 
& Data Science Computer Science 

and Engg. 
(Artificial 
Intelligence & 
Data Science) 
jointly organized 
by Deptt. of 
Computer Science 
and Computer 
Applications 

14 Sustainable Energy 60 B.Tech. in Elect. 
Technologies Engg. 

(Sustainable 
Energy 
Technologies) 

15 B. Arch. & Planning 40 

~
 



-
The Senate confirmed the minutes of agenda item during the 
meeting itself as the information of seat matrix is to be 
provided to JoSAA/CSAB-2024 after the approval of the 
BoG of the Institute. 

Any other item: Under any other item, HoD, Humanities & Social Sciences 
proposed to start M.Sc in Economics The Chairman, 
Senate desired to put the proposal with details in the next I 
meetinQ of the Senate. I 

The Senate may note the action taken report. 

tv 
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NAT/DNA INST/TUTE OF TECHNOlOGY 
KURUKSHETRA 

No. Acad./2024/3/! Dated: 0 '1/03/;:10;1'/ 

The Senate in its 52 nd meeting held on 12th February 2024 vide agenda item no. S 

52.04 approved the proposal for establishment of seven (07) RECK-73 Alumni 

Scholarships. A scholarship of Rs. 20,000/- and a certificate will be given to the 

economically weaker and top ranked students of B.Tech. 7th semester from all seven 

branches based upon their third year results. These scholarships will be effective 

from the academic session 2023-24. For formalizing and implementing the 

guidelines, following Committee will be constituted on par with the Committee 

constituted for RECK-72 Alumni Scholarships: 

1. Dean (Academic) Chairman 

2. HoD (Director's Nominee) Member 

3. President, NITKAA Member 

4. Two representatives from 1973 batch Member 

This is for kind information and further necessary action. 

0(-0i~C1~ 
.~ 

Dean (Academic) 

President, NITKAA 

Copy to: 

1. AR to Director for kind information of the Director. 
2. PS to Registrar for kind information of the Registrar 



NATIONAL INSTITUTE OF TECHNOLOGY
 
KURUKSHETRA
 

No. Acad./2024/.3?J 

The Senate in its 52 nd meeting held on 12th February 2024 vide agenda item no. S 

5205 approved the proposal for establishment of Amit Gupta on the similar terms of 

RECK-73 Alumni Scholarships. One scholarship of Rs. 25,000/- will be given every 

year to the first year B.Tech. student pursuing Electrical Engg. not getting any other 

scholarship/financial support/full tuition fee waiver and will be continued forfour years' 

subject to the fulfillment of academic and other criteria from Academic year 2023-24. 

For the purpose, a financial contribution will be made by the concerned person which 

will be kept in the form of FD, to be utilized for the benefit of students of the Institute. 

This is for kind information and further necessary action. 

(£ ~&t k-k~~ 
~ 

Dean (Academic) 

President, NITKAA 

Copy to: 

1. AR to Director for kind information of the Director. 
2. PS to Registrar for kind information of the Registrar 
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National Institute of Techno]ogy, Kurukshetr3 Mail - Regarding pe... https:i/mai1.googlecom/maiJiu/5/'iik=1 f442d28R 1&view=pt&sear. 

Academic Section <academic@nitkkr,ac.in> 

Regarding permission to conduct M.Tech. viva-voce examination of Mr. Ajay 
Kumar Rathi (2K2737) 
1 message 

Academic Section <academic@nitkkr.ac.in> Fri, Feb 23, 2024 at 12:36 PM 
To: "HOD, Civil NIT Kurukshetra" <hodcednitk@gmail.com>, sdeswal@nitkkr.acin 
Cc: "a.rathee771@gmail.com" <a.rathee771@gmail.com> 

Respected Sir, 
With reference to the above subject, it is informed that as per the Senate decision (attached) the request of Mr. 
Ajay Kumar Rathi is not considered. 

Thanks and Regards 

Deputy Registrar (Academic) I \ltJ-Cj?ctflftlCl ~~ 
Room No.:- 210, First Floor, Golden Jubilee Administrative Building, 
CfJ/'J tR9:rr - x~o ,1;T~ m1 , ~~ q~II*if.1Cf) ~ 
National Institute of Technology Kurukshetra I ~ me?!fl'1Cf)9 ~ ~ahf 
Kurukshetra, Haryana - 136119/ ~atl t:~l:11011 -~~t.,~~~ 
01744-233-226 (PG Seat, Scholarships) 
01744-233-227 (UG Seat (B.Tech) & Office of the Deputy Registrar (Academic) 
01744-233-228 (Verification, Result, Inquiry) 
01744-233-242 (Student's Help Desk, Inquiry, Transcripts) 
01744-233-229 (PhD., DASA,MEA,ICCR,SII & Foreign Students Admission) 

NOTE: ALL DISPUTES ARE SUBJECT TO KURUKSHETRA JURISDICTION 0 LV 
-nc:.~~~CfiT~ea~~ea Wn I 

Minutes of 52nd Senate meeting 5.pdf 
417K 
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While noting the action taken on agenda item no. 

approved the report of the Committee regarding 

convert"CGPA to percentage 

NIT Kurukshetra 

S 51.14, the Senate 

multiplying factor to 

S 52.03 To ratify the approval of the Chairman, Senate for Inclusion of new 
elective "Drone Technology" in 8th semester of Elect. Engg. from the 
AY 2023-24. 

The Senate ratified the approval of the Chairman, Senate for Inclusion of 

new elective "Drone Technology" in 8th semester of Elect. Engg from the 

AY 2023-24 

S 52.04 To consider the proposal for establishment of seven (07) RECK-73 
Alumni Scholarships. 

The Senate considered and approved the proposal for establishment of 

seven (07) RECK-73 Alumni Scholarships. 

S 52. 5 To consider he proposal for establishment of Amit Gupta 
Scholarship. 
After discussions, the Senate approved the proposal for establishment of 

Amit Gupta Scholarship on the similar terms of RECK-73 Alumni 

Scholarships. For the purpose, a financial contribution will be made by the 

concerned person which will be kept in the form of FD, to be utilized for 

the benefit of students of the Institute. 

S 52.06 To consider t e request of Mr. Ajay Kumar Rathi (Roll o. 2K27' 7), 
an M.Tech. student of 2002 batch of Water Resources Engineering 
for conducting he final M. Tech. Viva-voce exam. 

After discussions, the en te did not agree to conduct the final M.Tech 

/iV8-VOC xam. of Mr .A.jay Kumar Rathi (Roll o. 2K2737), an M Tech 

student of 2002 batch ot Water Re ources Engineering. 

Minutes of ~2nd meeting of Senate 5 

I of I 03/06/2024, 10:47 



NATIONAL INSTITUTE OF TECHNOLOGY
 
KURUKSHETRA
 

No.	 Acad./2024/.J6r Dated: 6'(/03/ ~c..:i '1 

The Senate in its 52 nd meeting held on 12th February 2024 vide agenda item no. S 

52.07 approved the proposal to change the status of M.Tech. programme from full
 

time to part time with following guidelines:
 

1.	 The student must have completed Semester I and II without any backlog. 

2.	 The request will be sent by DAC/SAC with clear recommendation of concerned 

Department/School. 

3.	 Maximum period of registration remains same i.e. student shall complete his/her
 

fV1Tech. programme within 5 years from the date of admission.
 

4.	 The student will inform his/her employer regarding continuation of his/her PG 

programme during job with a coPy to office of Dean (Acad.). 

5.	 The M.Tech. students after change of status will not be eligible for any 

scholarship/stipend. 

6.	 Once the status changed from full time to part time, he/she cannot revert back. 

7.	 If a student submitted his/her M.Tech. Dissertation after completion of two years, 

he/she will have pay semester continuation fee and full semester fee as 

applicable 

This is for kind information and necessary action for all concerned. 

~~ 
Dean (Academic) 

Heads of all Departments 

Copy to: 

1.	 AR. to Director for kind information of the Director. 
2.	 Associate Dean (Exams.) /Associate Dean (Acad.) 
3.	 Faculty I/C (PG affairs) 
4.	 Faculty I/C (Accounts) 
5.	 Prof. I/C (CCN) with a request to get it uploaded on ;nstitute website. 
6.	 PS to Registrar for kind information of the Registrar 
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"'/IT/nfl-ltd I'" TI I ITI="'" Tr-,.., ~~!~~ :-:".1 
KURUKSHETRA 

No. Acad./202413Qz; 

The Senate in its 52nd meeting held on 12th February 2024 vide agenda item no. S 

52.08 approved the request of Mr. Bhukya Abhishek, Roll No.323103207, a student 

of M.Tech. CSE (Cyber Security) for dropping &, repeating his first year of the M.Tech. 

Program from the session 2024-25 onwards due to medical reasons. As a special 

case, the Senate decided that the scholarship will be given to the student from the 

session 2024-25 

This is for kind information and further necessary action for all concerned. 

IJf;tCA~ 
~~, ~! )2. ,1.1 

Dean (Academic) 

HoD, Computer Engg. 

Copy to: 

1. AR to Director for kind information of the Director. 
2. Associate Dean (Exams.) IAssociate Dean (Acad ,) 
3. Faculty I/C (PG affairs) 
4. Faculty lie (Accounts) 
5. PS to Registrar for kind information of the Registrar 
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NATIONAL INSTITUTE OF TECHNOLOGY
 
KURUKSHETRA - 1:{6119
 

o. r 'K / 65 th BOG / 1175	 Dated: 11.03.2024 

The Board of Governors of the Institute at its 65th meeting held on 
06.°3.2024 has decided as under: 

BoG 65.8	 To approve the Agenda it n nos. S 52.09, S 52.12, S 502.13, 
S 52.14 and S 52.16 of 52nd Jneeting of the Senate, 
NIT Kurukshetra held on 12th February 2024. 

"The Board considered and approved the minutes in respect ofAgenda
 
item nos. S 52.09, S 52.13, S 52.14 and S 52.16 of 52nd meeting of the
 
Senate, NIT Kurukshetra held on 12th February 2024.
 

In respect of minutes of agenda item no. S 52.12, Q discussion was
 
initiated with regard to additional fees to be charged for obtaining the
 
minor degree over and above the normal fees being collected for
 
obtaining a Bachelors degree as per the NIT Council decision. There
 
was divergent views in this regard whether additional charge to be
 
collected 01' should it be offeredfree ofcost.
 

The cost per credit to be charged will be decided after discussion at the
 
Senate meeting and further concurrence from the Ministry of
 
Education will also be sought by giving a complete briefof the process
 
alongwith the information ofoffering the minor degree courses by other
 
NITs & IITs.
 

The Boa; :1 observed that the proposal to start minor degree courses in
 
all Departments is a good initiative.
 

Further, the Board also confirmed the minutes ofthis Agenda Item."
 

This is for your reference, record and further necessary action in the matter. 

Encl: Agenda Item 

c( II Oi~)
~/AV/~:vr 

/' '---,-'il-rl;; I 1-. 

Dean (Academic) \ / 
/ 

Copy to: Joint Registrar (GA & L) 



NATIONAL INSTITUTE OF TECHNOLOGY
 
KURUKSHETRA
 

No, AcadJ2024/S1tJ Dated I" D L; . 2.o2..L.j 

The Board of Governors of the Institute at its 65th meeting held on 6,3,2024 vide agenda 

item no, BoG 65,08 approved the minutes of agenda item no, S 52,09 of the 52nd Senate 

meeting held on 12,2,2024. Now, the regular seats in all M.Sc. programmes will be 25 

and the self-finance seats will be 05 in place of 15: 15. 

This is for kind information and further necessary action of all concerned, 

r LU'{-,Jt.~ '1_
~~""z,~ 

Dean (Academic) 

HoD- Physics, Chemistry & Mathematics 

Copy to: 

1, AR to Director for kind information of the Director, 

2. Faculty incharges (PG) & (Examination)
 

3, PS to Registrar
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NATIONAL INSTITUTE OF TECHNOLOGY
 
KURUKSHETRA
 

No. Acad/2024/311 

NOTIFICATION 

The Senate in its 52 nd meeting held on 1202.2024 vide agenda item no. S 52 10 

approved the Academic Calendars for Odd and Even Semesters of Academic Year 

2024-25. 

The Academic Calendars for Odd and Even Semesters of all UG & PG Programmes 

are attached for kind reference 

End as above 

J. All Deans & HoDs of all teaching departments/School Coordinators 
2. Associate Dean (Exam)/ Associate Dean (Acad.)
 
3, Chief Warden (Boys)/Chief Warden (Girls)/Workshop'pTO
 
4, Prof. I/C (CCN) with a kind request to upload the same on the Institute website,
 
5, Prof. I/C (Sports)
 
6, AR (Accounts)
 
7, All Sectional Heads
 
8. SMO Health Centre for kind information
 
9. Bank Manager, SBI, NIT Kurukshetra for kind information
 
JO. Notice Board of Institute and all Hostels
 
J J. Sr. Secretary to Registrar for kind information of the Registrar
 
!2. AR to Director for kind information of the Hon'ble Director
 

3£
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'"'-\.'1''-''''' , .... It\.""" •• ,,-,,L.V .~v ... 'VL-'-J!UI 

KURUKSHETRA 

No.	 Acad.l2024/S1~ Dated: !{o4·202-l-f 

The Senate, in its 52 nd meeting held on 12th February 2024 vide agenda item no. S 52.12
 
approved the proposal to start minor degree courses in all departments. All departments
 

will offer minor degree programmes simultaneously with their B.Tech. curriculum. The
 
minor degree programmes will be run under the following guidelines:
 

1.	 Students who want to enroll in a minor degree programme must complete a minimum
 

set of 4/5 additional courses, which must have a total credit in the range 12-16 These
 
courses are chosen from a particular list of courses designated for the minor degree
 

programme
 

2.	 In order to be qualified for the B. Tech. Degree with a Minor, a student must enroll in
 
four/five pertinent minor courses during semesters 4-8.
 

3.	 They must obtain the required credits for these courses and maintain a minimum
 
CGPA of 7 for the minor degree courses.
 

4.	 A student who successfully completes the minor degree programme shall be
 

awarded the degree in the respective branch with a minor in the chosen
 
specialization as a single certificate.
 

5.	 The Institute has the authority to determine the minimum number of students
 

required for offering a minor degree programme and to limit the number of available
 
seats for each minor degree programme.
 

6.	 The overall number oJ seats available in the minor degree programmes will be a 

fraction of the approved sanctioned seats for the Undergraduate (UG) courses. 

7.	 No backlog for the first two semesters shall be the admission criteria for the minor 
programme. 

In view of above, Heads of all departments/schools coordinators are requested to 
prepare the syllabus and scheme of the minor degree programmes so that they may be 

placed in the next Senate meeting and be started from the academic year 2024-25. 

This is for the kind information and further necessary action. 

All HoDs/School Coordinators 

Copy to: 
1.	 AR to Director for kind information of the Director 

2.	 PS to Registrar 



NATIONAL INSTITUTE OF TECHNOLOGY
 
KURUKSHETRA
 

No. Acad.l20241StP Dated: 1(,·0 '1. 2. 0 2-'1 

The Board of Governors of the Institute at its 65 th meeting held on 6.3.2024 vide agenda item 
no. BoG 65.08 approved the minutes of agenda item no. S 52.13 of the 52nd Senate meeting 

held on 122.2024. Keeping in view the very less admissions in some PG programmes, it was 
decided that PG specialization named Instrumentation in Physics and Water Resources Engg 

in Civil Engg. may be put in abeyance. The seats of those PG programmes may be decreased 

In which admission is low for the past two years. Accordingly, the new seat matrix of different 

PG programmes is as under 

Sr. 
No. 

Name of program Branch Seat Matrix 
2024-25 

from AY 

Regular Self-finance 

1 

2 

3 

4 

Civil Engineering 

Computer Engg. 

Electrical Engineering 

Electronics & 
Communication En~N 

Environmental Engg 

Geotechnical Engg 

Structural Engg 

Transportation Engg. 

Computer Engg. 

Cyber Security 

Control System 

Power Electronics & Drives 

Power System 

Communication Systems 

15 

15 

20 

20 

31 

25 

10 

10 

10 

15 

05 

05 

05 

05 

15 

10 

05 

05 

05 

05 

5 Mechanical Engg. 

Production & Industrial Engg 

Machine Design 

Thermal Engineering 

10 

10 

10 

05 

05 

05 

6 Physics 
Materials Science & 
Nanotechnology 10 05 

7 

8 

School of VLSI Design VLSI Design 
& Embedded System Embedded System Design 
School of Renewable 

Renewable Energy Systems 
Energy & Efficiency 

TOTAL SEATS 

40 

25 

10 

286 

20 

10 

05 

120 

Further, the name of M. Tech. Nanomaterials & Nanotechnology in Physics may be changed 

to generic name I.e. "Materials Science & Nanotechnology" 
This is for kind information and further necessary action 

All HoDs/School Coordinators 

Copy to 

1. AR to Director for kind information of the Director. 
2. PS to Registrar 



( 
NATIONAL INSTITUTE OF TECHNOLOGY 

KURUKSHETRA 

No. Acad./2024/S1) Dated: \ ~,o '-1' 2...o2-Lj 

The Senate, in its 52 nd meeting held on 12th February 2024 vide agenda item no. S 52,14 

approved the proposal for starting integrated programmes in all branches of B.Tech. 

programmes. Ten percent of the total seats in all branches will be earmarked for 

integrated programmes, 

In view of the above, Head of departments are requested to prepare the scheme of 

integrated programmes so that it may be placed in the next Senate meeting. 

e~V:t';.':"
Dean (Aca emic) 

All HoDs/School Coordinators 

Copy to: 
1 AR to Director for kind information of the Director. 

2. PS to Registrar 



NATIONAL INSTITUTE OF TECHNOLOGY 

No	 Acad./2024/ Sg::r Dated. lb'oy, 2..o2..~ 

NOTIFICATION 

The Senate in its 52 nd meeting held on 1202,2024 vide agenda item no. S 52.15 approved the 

revision of the fee structure for all UG programmes from Academic Year 2024-25, 

After modifications, the revised fee structure, excluding tuition fees for all UG programmes will 

be as follows 

jlnslilule ChargesIParticulars of Fee (Rs.) (A.Y. 2024-25) 
I 

Alumni Endowment Contribution (one time) 2500 , 

I Student Welfare Fund (one time) 
Admission/Regn Fee (One time) 

Watch & Ward Exps (one time) 
Convocation (One time) 

Library Fee (One time) 

1000 
1600 
5600 
2400 

700 

i 

Institute Security (Refundable one time) 
Library Security (Refundable: one time) 

7000 
1600 

Medical Insurance & Health Care (per year) 1800 

Student Activity Fee (per sem) 
Instt. Dev. Fund (per sem) 
Camer Development Fee (per sem) 

; Examinational Fee (per sem) 

i Campus Amenities (per year) 

5500 
3500 
800 

1600 
1000 

I Entrepreneurship & Start-up (per year) 1000 

Seat Rent (Fixed) - per semester 5000 

Total 
42600 

Hostel usage Charges 

Tripie Occupancy - per semester 
Double Occupancy - per semester 

Single Occupancy - per semester 
Total Fee (Triple Occupancy) - per semester I 

4000 
7000 

10000 
46600 

I 
I 
I 

Total Fee (Double Occupancy) - per semester 49600 

Total Fee Single Occupancy) - per semester 52600 

ote; Institute char esN g will be increased at the rate of 5% y y ever ear as ceper Finan 
Committee decision. 

fJr. cA Jt8\
UlA-~ 

Dea;:;~~~"ade-m j~) 

1,	 AI! Deans & HoDs of all teaching departments/School Coordinators 

2.	 Associate Dean (Exam.)/ Associate Dean (Acad) 

Chief \Narden (Bo)'s)/Chief Warden (Girls) 



4. Prof. I/C (CCN) with a kind request to upload the same on the Institute websitE 
5. Asstt. Librarian 
r f\n 11\,.. __ .._j_' 
v. I \I \ \' \\..I ....... uLn 'I.::';)
 

7. Bank Manager, 5BI, NIT Kurukshetra for kind information 
8. Sr. Secretary to Registrar for kind information of the Registrar 
9. AR to Director for kind information of the Hon'ble Director 



NATIONAL INSTITUTE OF TECHNOLOGY
 
KURUKSHETRA
 

No. Acad.l20241stcr Dated: 1~·04.2.o2.Lj 

The Board of Governors of the Institute, at its 65th meeting held on 6.32024 vide agenda item 
no BoG 65.08 approved the minutes of agenda item no. S 52.16 of the 52 nd Senate meeting held 
on 12.2.2024 regarding the redistribution of UG programmes' seats and the starting of new B. 
Tech. Programs and B.Arch. & Planning course within the existing intake from the AY 2024-25 
The details of all B.Tech. programmes with re-distribution of seats are as under: 

Sr.No. Name of B.Tech. Total Degree offered 
programme Seats 

1 Computer Science and 120 B.Tech. in Computer Science and 
Engg. Engg. 

2 Civil Engg. 120 B.Tech. in Civil Engg 

3 Electrical Engg 120 B.Tech. in Elect. Engg. 

4 Electronics & Comm. Engg 120 B.Tech. in Electronics & Comm. Engg. 

5 Information Technology 60 B Tech. in Information Technology 

6 Mechanical Engg. 120 B.Tech. in Mechanical Engg. 

7 PrOduction & Industrial Engg. 40 B.Tech. in Production & Industrial 
Engg. 

8 Artificial Intelligence & 60 B.Tech. in Computer Science and 
Machine Learning Engg (Artificial Intelligence & Machine 

Learning) 
9 Industrial Internet of Things 60 B.Tech. in Electronics & Comm. Engg. 

(Industrial Internet of Thin~s) 
10 Mathematics and Computing 57 B.Tech. in Mathematics & Computing 

11 Robotics & Artificial 50 B.Tech. in Mechai',ical Engg. 
Intelliqence (Robotics & Artificial Intelligence) 

12 Micro Electronics & VLSI 60 B.Tech. in Electronics & Comm. Engg. 

113 
Enqineerinq 
Artificial Intelligence & Data 
Science 

60 
(Micro Electronics & VLSI) 
B.Tech. in Computer Science and 
Engg (Artificial Intelligence & Data 
Science) jointly organized by Deptt of 
Computer Science and Computer 
Applications 

14 Sustainable Energy 60 B.Tech. in Elect. Engg. (Sustainable 
Technologies Energy Technologies) 

15 B. Arch. & Planning 40 

This is for the kind information and further necessary action of all concerned. 

[YCil-t.
f!:'1 .0 G1. ')J-I 

Dean cademic) 
HoDs of all Departments 

Copy to: 

1. AR to Director for kind information of the Director.
 

2
 Coordinator, BArch. & Planning 

3. Faculty Incharges (UG, PG) & (Examination) 

4. PS to Registrar 



S 53.04	 To consider the request of a student to compensate the short 
attendance due to serious medical issues for opting '0' grade. 

Mr. Himanshu Yadav, a B.Tech. student, Roll No. 12216041, Mech. Engg. 

Deptt having attendance less than 50% requested HoD, Mech. Engg. with 

a copy to Dean (Acad.) for arranging extra classes so that he may opt 'D' 

grade. Mr. Himanshu Yadav met an accident on 6th March 2024. After 

seeking his attendance from the concerned faculty, it was found that he is 

having 60% attendance before 6th March 2024. 

As per Institute Attendance rules, "Minimum requirement of attendance for 

being eligible to appear in the end semester examinations shall be 75%. 

However, this may be relaxed upto a maximum of 10% i.e. upto 65% by 

the Director. An extra relaxation of upto 5%, over and above the already 

existing relaxation of a maximum of 10%, may be granted by the Director 

under special circumstances, on the specific recommendations of 

concerned HoD/School Coordinator, to meet the minimum attendance 

requirement of 75%." 

While considering it as a special case, the Hon'ble Director's comments 

are as under: 

"For such medical cases, attendance relaxation is not provisioned. The 

matter be taken up in next Senate meeting. Meanwhile he be allowed to 

give examination, as a special case, but result be disclosed once matter is 

taken up in Senate. An undertaking be taken from student concerned". 

The relevant document is attached as Annexure S 53.04. 

The Senate may consider and decide. 



PUC is a request received from Mr. Himanshu Yadav, a B.Tech. student, 

Roll No. 12216041, Mech. Engg. Deptt. regarding short attendance due to 

unavoidable medical issues. Mr. Himanshu Yadav is having attendance 

less than 50% in MEPC-209. He requested HoD, Mech. Engg. with a copy 

to Dean (Acad.) for arranging extra classes so that he may opt '0' grade. 

c..V,- \. The concerned faculty informed that the student is having attendance less 

than 50%. His attendance was sought from the concerned faculty till 5th 

d ..... ').. March 2024 because Mr. Himanshu Yadav met an accident on 6th March 

2024. The concerned faculty informed that before 6th March 2024, he has 

c.. P r 3> attended 9 classes out of 15 i.e. he is having 60% attendance before 6th 

March 2024. 

As per Institute Attendance rules, "Minimum requirement of attendance for 

being eligible to appear in the end semester examinations shall be 75%. 

However, this may be relaxed upto a maximum of 10% i.e. upto 65% by the 

Director. An extra relaxation of upto 5%, over and above the already 

existing relaxation of a maximum of 10%, may be granted by the Director 

under special circumstances, on the specific recommendations of 

concerned HoD/School Coordinator, to meet the minimum attendance 

requirement of 75%. JJrKeeping in view the serious medical issue, it is requested to allow the 

Lstudent to opt 'D' grade as a special case. 

Submitted for consideration and approval please. 

~?,\05\ 2--02-4
Faculty IIC (Acad.) 

\Jr-A/ 



- ~ 
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S 53.05 To consider the proposal for establishment of ‘Nanjibhai Patel Scholarship’. 

 

A request from President, Alumni Association has been received vide no. 

NITKAA/2024/116 dated 1.3.2024 for establishment of Nanjibhai Patel Scholarship.  

Mr. Nanji M Kamariya Patel, an esteemed alumnus from the 1976-81 batch of 

Department of Civil Engg. of NIT Kurukshetra has requested to establish the “Nanjibhai 

Patel Scholarship” for the first year B.Tech. students pursuing Civil Engg. from AY 

2023-24 from the economically weaker section, not getting any other 

scholarship/financial support/full tuition fee waiver.  The student should have good 

academic redentials/high JEE Mains rank.  One scholarship of Rs. 25,000/- per 

semester will be available.  The student will continue to get scholarship every semester 

provided all previous papers are clear without any backlog and with minimum 8.0 

CGPA.  One new scholarship of the same amount will be added each year for 

subsequent years from AY 2024-25, a total of 4 scholarships with one each for first, 

second, third and final year B.Tech. students will be available under the name of 

“Nanjibhai Patel Scholarship”.  For this purpose, a sum of Rs. 15 lakhs will be kept in 

the form of FD.    This will serve as a source of inspiration for future philanthropic 

initiatives from our alumni.  All other guidelines regarding this scholarship is attached 

as Annexure S 53.05. 

The Senate may consider and decide on the proposal. 
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No. NITKAA/2024/ , ,6 Dated: March 01,2024 

Subject: Establishment of 'Nanjibhai Patel Scholarship' regarding; 

This is in reference to thL' proposal/request submitted by Nanji M Kamariya Patel, an 

esteemed alumnus from the 1976-81 Batch and subsequent approval of the EC of the 

association (egarding the subject cited above; 

Sh. PCltel has expressed Cl heartfelt desire to estClblish the 'Nanjibhai Patel Scholarship' 

to support and encourage deserving students pursuing a Bachelor's degree in Civil 

Engineering at our institute, To materialize this noble initiative, he has generously 

committed a sum of Rs. 15 Lakhs, to be kept in the form of FD, designated for this 

purpose. Appropriate to mention that the annual interest accrued from this depOSit 

shall be utilized tor giving away the said scholarship and the certificate. 

Please find en-::losed the detailed proposal document outlining the specifics of the 

scholarship, including eligibility criteria, shortlisting procedures, and the renewal 

process. We anticipate that this will serve as a source of inspiration for future 

philanthropic initiatives from our alumni, Needless to mention that this proposed has 

been undertaken to provide the maximum number of scholarships which in turn help 

in enhancing the ranking of the institute also. 

On behalf of the Alumni Association, we would like to Inake a request to the institute 
authorities to establish the afore-11Ientioned scholarship as per the institute protocol. 

Submitted for kind consideration 

Secretary 

~A~ 
Through1sident 

EncJs: Copy of the proposal 

,/ ~(.A.,vv~i1 tv> rnA/tM.
Copy to: i] Dean rSW], NIT Kllrukshetra ~~ :-=:~ 

ii] Sh Nanji M Kamariya Patel I Batch of 1976"81 t7I t-f S~ 

~\"Y\~') 
~ ~~ ..... 

. ,----
, 



PROPOSAL TO ESTABLISH NANJIBHAI PATEL SCHOLARSHIP 

It is proposed to establish 'Nanjibhai Patel Scholarship' in the name of Mr. Nanjibhai 

M Kamariya Patel one of the distinguished alumnus of the Department of Civil Engineering, 
National Institute of Technology Kurukshetra of 1976-81 Batch (Initially for the period of 

10 years) One scholarship of Rs 25,000 per semester (Rs 50,000 per year) will be available 
for the first year B. Tech students pursuing Civil Engineering from Academic year 2023-24 
per eligibility criteria and procedure stipulated below. One new scholarship of the same 

amount will be added each year for subsequent years from Academic year 2024-25, a total 
of 4 scholarships with one each for first, second, third and final year B Tech students will 
be available under the name of 'Nanjibhai Patel Scholarship', A sum of Rs. 15 Lakhs 

will be provided and kept in the form of FD. Appropriate to mention that the annual interest 

accrued from this deposit shall be utilized for giving away the said scholarship and the 
certificate. 

Eligibility Criteria 

I. Only those students pursuing a 4-year Bachelor in Technology degree course with a 

major in Civil engineering who are not getting any other scholarship/financial 
support/full tuition fee waiver from the available schemes of the Government, Institute, 

or other outside agencies. 

II. The Guardians/ Parents/ Financial Supporters of the claimant should belong to the 
economic weaker section as per the norms defined by Government of India for that 
financial year. 

III. The student should have good academic credentials / high JEE Mains rank. 
IV. The student will continue to get scholarship every semester provided all previous papers 

(both Theory and Practical) are clear without any backlog and with minimum 8.0 CGPA. 

Shortlisting Procedure and Application Protocol 

I.	 The office of the Dean (Academic) of the Institute will invite applications from the 

eligible students in the required format with at least 15 clear working days in advance. 

II.	 Interested eligible students are required to apply for the scholarship on Application Form 

at Annexure - A within the stipulated date and time with all relevant documents. 

A.	 The applicants will be required to submit an Annual Income Certificate issued by 

revenue officer not below the rank of Tehsildar. It should include income from 

all sources in support of the financial status of Guardians/ Parents/ Financial 

Supporters as indicated in the application. The income certificate must have been 

issued on or after 1st April of the current financial year. 

B.	 First year students will attach a JEE Mains score card indicating common rank 



list. 
C. The eligible students will submit self-attested copies of academic performance 

each semester to be eligible for continuation of scholarship in subsequent 
semesters. 

III. The application will be scrutinized by the following proposed committee to be 
constituted by the competent authority consisting of the following: 

a) Dean Academic 
b) HoD, Civil Engineering 
c) President NITKKRAA  or his nominee 
d) Nanjibhai Patel (Alumnus 1976-81 batch) - or his nominee 
e) One representative of 1976-81 Batch. 

IV. The committee will shortlist 3 candidates based on written applications and invite the 
chosen candidates for an interview and submit its recommendation to the Dean 
(Academic) for further necessary action. 

V. The same committee will have the power to modify the shortlisting criteria or procedures 
from time to time. 

VI. All proceedings of the committee may be conducted through Off-linejonlinejhybrid 
mode. 

VII. NITKKRAA will provide the scholarships and a certificate preferably in the presence of 
the Director of the institute. 

VIII. In addition to the standard certificate, the scholarship certificate will have a line "This 
semester scholarship is sponsored by Nanjibhai Patel and is being given in the loving 
memory of (1976-81 Alumnus)" 

Renewal Process and Payments 
1.	 A student selected for the said scholarship in the first year will continue to be eligible 

for the scholarship for subsequent semesters provided she j he continues to maintain 
the minimum CGPA of 8.0 and doesn't get the financial assistance from any other 
source. 

II.	 The student are required to apply afresh each semester with necessary proof of 
academic results and need to subnet prescribed application form along with necessary 
supported document. 

III.	 The committee, at its sole discretion, may call the student for a discussion to satisfy 
itself for the genuineness for the use of scholarship from time to time. It may ask for 
further clarifications or documents before subsequent scholarship is released. 

IV.	 The scholarship amount once sanctioned will be transferred to the bank account of the 
beneficiary student. 

Secretary 



Annexure-A 
APPLICATION fOR "NANJIBHAI PATEL SCHOLARSHIP" 

[forB. Tech ( ivil Engineering) student of NIT Kurukshetra I EWS category] 

Sr. 
No. 

Particulars Details 

1. l\Jame & Roll No. of student 

2. Year 

3. Date of Birth 

4. Name of the Parent/Guardian 

Occupation 
-

Annual income* of the Parenti 
Guardian from all sources 

5. CGPA (Attach Proof) 

6. Permanent Address 

7. Mobile no. of the Parent 

Mobile no. of student 

8. Bank account no. of the student 

Name of Bank 

Address of Bank Branch 

IFS Code of Bank 

Note: A student who is in receipt of any other scholarship/financial support/full tuition fee 
waiver from the available schemes of Govt./Institute/other outside agencies will not 
be eliqible for this scholarship. 

*As proof, attach Annual Income Certificate issued by revenue officer not below the rank of 
Tehsildar issued on or after 1St April of current financial year. 

Declaration by the Student: 
I solemnly declare that all the above information provided by me is correct and that in case of 
any discrepancy found therein subsequently at any stage, my scholarship shall stand canceled. 

Date: Signature of the Student 



S 53.06 To consider and decide the regulations for UG programmes. 

Keeping in view the guidelines of NEP-2020 and after going through the 

UG regulations of different NITs, the draft of regulations for UG 

programmes of NIT Kurukshetra has been prepared which is placed before 

the Senate for consideration and approval. 

The Senate may consider and decide. 

50 



S 53.07	 To consider the proposal of revised B.Tech. 3rd & 4th year scheme 
and scheme of minor degree courses. 

The Senate in its 50 th meeting held on 257.2023 vide agenda item no. S 

5007 approved the revised scheme and syllabi of B.Tech. 15t & 2nd years 

with minor modifications !t was decided that the B.Tech. scheme and 

syllabi will be uploaded on Institute website after incorporating the minor 

modifications. The scheme and syllabi of B.Tech. 3rd &4th year will also be 

uploaded on Institute website for inputs/feedback from the stakeholders. 

3rd & 4thThe scheme and syllabi of B.Tech. year was discussed in a 

meeting held on 19.1.2024 under the chairmanship of Hon'ble Director. In 

& 4ththis meeting it was decided that the change in the 3rd year B.Tech. 

scheme & syllabus duly approved by BoS will be taken up to the Senate 

for approval. 

Further, it was also decided to start minor degree courses in all 

departments 

Now, the scheme of B.Tech. 3rd &4th year and minor degree courses of all 

departments are attached. 

The Senate may consider and approve. 

51
 



S 53.08	 To consider the proposal of 2nd year scheme of three B.Tech. courses 
started from the AY 2023-24. 

The following three B.Tech. programmes have been started from AY 

2023-24: 

(i) Industrial Internet of Things 
(ii) AI & Machine Learning 
(iii) Mathematics & Computing 

The 2nd year scheme of above courses are placed for consideration and 
approval. 

The Senate may consider and approve. 

5'2...
 



S 53.09	 To consider the proposal of scheme & syllabus of new B.Tech. 
courses and B.Arch. & Planning to be started from the AY 2024-25. 

The Senate	 in its 52nd meeting held on 12.02.24 vide agenda item no. S 

52.16 approved the following new B.Tech. courses and B.Arch. & Planning. 

The BoG also approved the re-distribution of UG seat matrix and new 

B.Tech. programmes in its 65 th meeting held on 6.3.2024 vide agenda item 

no. BoG 65.8. 

(i) Robotics & Automation 
(ii) Micro Electronics & VLSI Engineering 
(iii) Artificial Intelligence & Data Science 
(iv) Sustainabie Energy Technologies 
(v) B. Arch. & Planning 

The Scheme & syllabus of the above courses are placed for consideration 

and approval. 

The Senate may consider and approve. 

S3
 



S 53.10	 To consider the request of an M.Tech. student to re-conduct exam. of 
two papers at department level due to medical issue at the time of 
exam. 

A request from M.Tech. 2nd semester Geotechnical Engg. student Mr. 

Mukesh Kumar, Roll no. 323102204 regarding special permission to 

conduct the exam. of two papers has been received in Academic Section. 

The student has requested that he had appeared in exam but during the 

exam. he faced medical problem. Due to this, he was admitted to hospital 

and could not appear in two papers. As the incident happened in 

examination hali and he was in serious fatal condition, therefore, the exam. 

of two papers may be re-conducted. 

The relevant documents are attached as Annexure S 53.10. 

The Senate may consider and decide. 

54 
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S 53.11, To consider the proposal for relaxation in eligibility criteria for 
admission under self-financed seats of M.Tech. programmes. 

Keeping in view the shortfall in admission under self-financed seats of 

M.Tech. programmes, all HoDs/School Coordinators were requested to 

review the eligibility criteria. As per reviews received from some 

departments, it was proposed to relax the percentage of marks by 5 

percent and CGPA by 0.5. According to this, the eligibility qualification will 

be 6,0 CGPA (on 10-point scale) or 55% marks aggregate based on all 

semesters or equivalent in qualifying degree examination, For SC/ST/PwD 

candidates, it will be 5.5 CGPA (on 10-point scale) or 50% marks 

aggregate based on all semesters or equivalent in qualifying degree 

examination, 

The Chairman, Senate approved the same as a one-time measure and 

decided that the matter should be placed before the next Senate for 

discussion. 

The Senate may consider and decide. 
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As per directions of the Hon'ble Director, keeping in view the shortfal! in 

admission wider self-financed seats for M.Tech., all HoDs/School 

Coordinators were requested to review the eligibility criteria. ~ per review.: 

received from some departments and after discussion with th-e Competent 
"--- .. 

Authority, it is proposed to relax the percentage of marks by 5 percent and 
.", I ; 

C"::PA by O.S\According to this, the eligibility qualificationvitill be 6.0CGPA .----;\ 

(on 10-point scale) or 55% marks aggregate based on~1 semesters or 

equivalent in qualifying degree examination. For SC/ST/PwD candidates, 

it will beS.'S CGPA (on 10-point scale) or~marks aggregate based on L.

all semesters or equivalent in qualifying degree examination. 

Submitted for consideration and approval please. 

fJtpoi.C,h
~~ 

Dean (Academic) 



S 53.1.	 To note the nomination of faculty member as Senate Nominee on the 
Board of Governors of the Institute. 

As per Section 11 (f) of the National Institute of Technology Act - 2007, 

one Professor and one Assistant Professor or a Lecturer (now Associate 

Professor and Assistant Professor) of the Institute are to be nominated by 

Senate on the Board of Governors. The term of office members so 

nominated shall be of two years from the date of nomination as per Clause 

12 (c) of the NIT Act, 2007. 

The above matter was placed before the Senate in its 10th meeting held 

on 29th November, 2007. The Senate decided that the above nomination 

will be by rotation (for a term of two years) according to seniority and the 

list will continue from where the then incumbents had left. 

In this connection, it is submitted that the membership of Senate nominee 

in the category of Associate Professor is lying vacant as the present term 

of two years of Dr. Sandeep Santosh, Assistant Professor Grade-I, 

Department of Electronics & Communication Engineering (in the category 

of Assistant Professor) as Senate Nominee member on BoG has expired 

on 29th March, 2024. 

It is further submitted that the vacancy so created is to be filled from the 

category of Associate Professors of the Institute by Senate. Accordingly, 

the next senior most Associate Professor is to be considered for 

nomination as Senate Nominee member on the BoG in the category of 

Associate Professors. 

The 66th meeting of the Board of Governors was held on 21.05.2024; 

whereas the next Senate meeting was not scheduled. In this 

circumstances, the Chairman of the Senate, in exercise of powers 

conferred by Section - 9 of the NIT Statutes, approved the name of Shri 

Jaideep Gupta, Associate Professor, Mechanical Engineering Department 

on 10.05.2024 as Senate Nominee member on the BoG in the category of 

Associate Professor. Further, the Board noted the above nomination in its 

66th meeting held on 21.05.2024. 

The Senate may note. 



S 53.1 ~	 To note the Panel of Experts (Nominee of the Senate) for the 
recruitment of Academic Staff for the discipline of Architecture & 
Planning. 

As per Statute 23(5)(a)(4), for filling up the post of Academic Staff in various 

subjects in the Institute by direct recruitment or by promotion from amongst 

the members of the staff of the Institute there will interalia be one expert 

nominee of the Senate from outside the Institute, 

As per the approval of BoG in its 65th meeting held on 06,03,2024, the 

Institute has introduced the discipline of Architecture & Planning from the 

academic session 2024-25. The advertisement for the recruitment of 

faculty have been issued. Accordingly, the Selection Committee meetings 

for the recruitment is likely to be scheduled shortly. Therefore, a valid panel 

of experts (Nominee of the Senate) is required; whereas the schedule of 

the next meeting of the Senate has not been prepared. 

In this context, it is stated that the proposed Panel of experts for the 

recruitment of academic positions have been prepared considering expert 

from IITs / NITs / reputed Central Universities from all across the country. 

In this circumstances, the Chairman of the Senate, in exercise of powers 

conferred by Section - 9 of the NIT Statutes has approved the consolidated 

panel of experts for the discipline of Architecture & Planning; in anticipation 

of the approval of the Senate. 

The Senate may note. 



S 53.1	 To note the additional Panel of Expert Nominee of the Senate from 
outside the Institute on the Selection Committees for the recruitment 
of Academic Staff in various subjects. 

As per Statute 23(5)(a)(4), there is a provision of one expert nominee of 

the Senate from outside the Institute in the composition of Selection 

Committees for recruitment of Academic Staff in various subjects in the 

Institute. The panel of expert nominees of the Senate form outside the 

Institute is to be nominated by the Senate. 

The advertisement for the recruitment of faculty have been issued. 

Accordingly, the Selection Committee meetings for the recruitment is 

scheduled shortly; whereas the next meeting of the Senate is not likely to 

be held shortly. In this circumstances, the Chairman of the Senate, in 

exercise of powers conferred by Section - 9 of the NIT Statutes, decided 

to include the names of the Professors of all IITs, IIMs, NITs and SPAs in 

the Panel of (Experts Nominee of the Senate) for the recruitment of 

Academic Staff (excluding the names of Professors already exist in Panel 

of experts of Senate) in various subjects. 

The Senate may note. 



S 53.15	 To consider the Establishment of Department of Architecture and 
Planning in the Institute. 

The progress of a country depends to a great extent upon its infrastructure. 
For the rapid growth of a country, it is vital to have an efficient and excellent 
infrastructure in terms of buildings, bridges, roads, transport system, 
communication, etc. Being third largest growing economy of the World, the 
country has already started development of 'Smart Cities', and to meet the 
demand of increasing urbanization, Architects and Civil Engineers will play 
a vital role in the overall development of the level of standard of the society. 

The field of architecture is part of the construction industry that historically 
rises and falls with the general economy Architecture is concerned with 
the design and construction of infrastructural systems in their sociological, 
technical and environmental contexts. In order to meet the requirement of 
making the technically and professionally advanced manpower available in 
the country, it has been planned to start a Bachelor of Architecture and 
Planning (B. Arch. & Plan.) Degree course at this Institute in view of the 
fact that at present, only a few the institutions of national importance in the 
region are offering B. Arch. & Plan. degree course. 

In view of the above, the matter was placed before the Senate in its 52 nd 

meeting held on 12.2.2024. The Senate recommended to the Board as 
under: 

"After detailed deliberations, the Senate approved the proposal of 
redistribution of seats and starling of new B. Tech. and B. Arch. & Planning 
Course within the existing intake from the A Y 2024-25. " 

On the recommendations of Senate made in it 52nd meeting held on 
12.02.2024, the Board of Governors of the Institute in its 65 th meeting held 
on 06.03.2024 has approved the proposal for the starting of new Programme 
Bachelor of Architecture with an intake of 40 from the Academic Year 2024
25. Accordingly, the Institute has applied to the Council of Architecture 
(CoA) Portal for the grant of approval to start Bachelor of Architecture 
Degree Course at this Institute. Therefore, we have to set up the Department 
of Architecture & Planning at this Institute. 

As per clause 8 (xii) of the First Statute of NITs, the Senate may make 
recommendations to the Board with regard to the creation or restructuring of 
Departments or Programs or Centres and the abolition of existing 
Departments or Centres thereof. 

In view of the above, it is proposed that Department of Architecture and 
Planning may be established in the Institute. 

The Senate may consider and decide. 
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DEPARTMENT OF MATHEMATICS
NATIONAL INSTITUTE OF TECHNOLOGY


KURUKSHETRA


Bachelor of Technology in
Mathematics and Computing


Scheme and Syllabi


Scheme and Syllabi 1 w.e.f. 2023 - 24







Scheme and Syllabi


SEMESTER - I


Sr. No. Course Code Course Title L T P Credits


1. MAIC 101 Differential Calculus and Differential Equations 3 1 0 4


2. HSIC*** Communication Skills in English 2 0 2 3


3. PHIC*** Physics-I 3 0 2 4


4. MEIC*** Engineering Practice 1 0 3 2


5. CSIC*** Problems Solving and Programming Skills-I 3 0 2 4


6. CHIC*** Energy and Environmental Science 2 0 2 3


7. **AU** Any one subject form Group - I 2 0 0 2


8. SWAU*** NCC/NSS/Yoga 0 0 2 1*


9. SWAU*** Sports/Clubs/Technical Societies 0 0 2 1*


Total Credits: 22


SEMESTER - II


Sr. No. Course Code Course Title L T P Credits


1. MAIC 102 Integral Calculus and Difference Equations 3 1 0 4


2. HSIC*** Economics for Engineers 3 0 0 3


3. CSIC*** Engineering Graphics (Web Designing) 1 0 2 2


4. CSIC*** Programming using Python 3 0 2 4


5. CSIC*** Data Structures 4 0 0 4


6. CSIC*** Digital System Design 3 0 2 4


7. **AU## Any one subject form Group - II 2 0 0 2#


8. SWAU*** NCC/NSS/Yoga 0 0 0 1*


9. SWAU*** Sports/Clubs/Technical Societies 0 0 2 1*


Total Credits: 23


Scheme and Syllabi 2 w.e.f. 2023 - 24







SEMESTER - III


Sr. No. Course Code Course Title L T P Credits


1. MAPC 201 Linear Algebra and Applications 3 0 0 3


2. MAPC 202 Discrete Mathematics 4 0 0 4


3. MAPC 203 Computer Oriented Numerical Methods 3 0 2 4


4. CSPC*** Design Analysis of Algorithms 3 0 2 4


5. CSPC*** Object Oriented Program using Java 3 0 2 4


6. SWAU*** NCC/NSS/Yoga 0 0 2 1*


7. SWAU*** Sports/Clubs/Technical Societies 0 0 2 1*


Total Credits: 19


SEMESTER - IV


Sr. No. Course Code Course Title L T P Credits


1. MAPC 204 Probability & Statistics 3 0 2 4


2. MAPC 205 Computational Methods for Differential Equations 3 0 2 4


3. MAPC 206 Transform Techniques 3 0 0 3


4. CSPC*** Data Base Management Systems 3 0 2 4


5. CSPC*** Computer Networks 3 0 2 4


6. CSIC*** Machine Learning & Data Analytics 4 0 2 4


7. SWAU*** NCC/NSS/Yoga 0 0 2 1*


8. SWAU*** Sports/Clubs/Technical Societies 0 0 2 1*


Total Credits: 23


Scheme and Syllabi 3 w.e.f. 2023 - 24







SEMESTER - V


Sr. No. Course Code Course Title L T P Credits


1. MAPC 301 Graph Theory 3 0 0 3


2. MAPC 302 Theory of Computation 3 0 0 3


2. MAPC 303 Operation Research 3 0 0 3


4. CSPC*** Information Security 3 0 0 3


5. CSPC*** Artificial Intelligence and Soft Computing 3 0 2 4


6. MAPC 304 Seminar and Group Discussion 0 0 4 2


7. **OE** Multidisciplinary/Open Elective-I 3 0 0 3


8. SWAU*** NCC/NSS/Yoga 0 0 2 1*


9. SWAU*** Sports/Clubs/Technical Societies 0 0 2 1*


Total Credits: 21


SEMESTER - VI


Sr. No. Course Code Course Title L T P Credits


1. MAPC 305 Computational Number Theory 3 0 0 3


2. MAPC 306 Game Theory and Applications 4 0 0 4


3. MAPC 307 Statistical Simulation and Data Analysis 3 0 0 3


4. MAPE*** Program Elective-I (Mathematics) 3 0 0 3


5. CSPE** Program Elective-II (Computing) 3 0 2 4


6. **OE** Multidisciplinary/Open Elective-II 3 0 0 3


7. SWAU*** NCC/NSS/Yoga 0 0 2 1


8. SWAU*** Sports/Clubs/Technical Societies 0 0 2 1


Total Credits: 22


Scheme and Syllabi 4 w.e.f. 2023 - 24







SEMESTER - VII


Sr. No. Course Code Course Name L T P Credits


1. MAPE*** Program Elective-III (Mathematics) 3 0 0 3


2. CSPE*** Program Elective-IV (Computing) 3 0 2 4


3. **OE*** Multidisciplinary/Open Elective-III 3 0 0 3


4. **OE** Multidisciplinary/Open Elective-IV 3 0 0 3


5. **IC*** Entrepreneurship and Start- ups 3 0 3 3


6. MAPC 401 Project 0 0 4 2


Total Credits 18


SEMESTER - VIII


Sr. No. Course Code Course Title Credits


1. MAPC 403 Internship* 15


2. MAPC 404 Viva - Voce Examination 3


Total Credits: 18


OR


Sr. No. Course Code Course Title L T P Credits


1. MAPC 403 Major Project 0 0 0 12


2. **OE** Multidisciplinary/Open Elective-IV 3 0 0 3


3. **OE** Multidisciplinary/Open Elective-V 3 0 0 3


Total Credits: 18


*Only those students will be permitted to go for the full semester in-
tership, who fulfil an academic criterion as decided by the DAC. All
remaining students will study according to the above course struc-
ture.


Total Credits: 166


IC : Institute Core PC : Program Core
PE : Program Elective OE : Open Elective
AU : Audit Course
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Group - I


Course Course Code


Human Values and Social Responsibility HSAU**


Sanskrit Language Skills HSAU**


Hindi Language Skills HSAU**


Telugu Language Skills HSAU**


Constitution of India HSAU**


Vedic Mathematics MAAU**


Group - II


Course Course Code


Indian Knowledge Systems HSAU**


Teachings of Gita HSAU**


French Language Skills HSAU**


German Language Skills HSAU**


Japanese Language Skills HSAU**


Thought Lab HSAU**
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List of Program Electives


Sr.No. Mathematics Basket Computing Basket


1. Mathematics of Data Science Image Processing


2. Real and Complex Analysis Big Data Analytics


3. Numerical Linear Algebra Deep Learning


4. Matrix Computation Stochastic Process and Queuing Theory


5. Mathematical Modeling and Simulation Data Mining


6. Fluid Dynamics Compiler Design


7. Computational Fluid Dynamics Modern Network Security


8. Finite Element Theory and Algorithms Software Project Management


9. Finite Volume Method Internet of Things


10. Algebraic Coding theory Information Retrieval


11. Symbolic Computing Distributed Block chain Technologies


12. Cryptography Bio-Informatics


13. Applied Measure Theory Cloud Computing


14. Fuzzy Mathematics High Performance Computing


15. Financial Mathematics Formal Methods in Software Engineering


16. Approximation Theory Pattern Recognition and Neural Networks


17. Differential Geometry Network Science and Modelling


18. Abstract Algebra Quantum Computing


19. Optimization Techniques Quantum Cryptography


Note: In addition to the above listed electives, a student may reg-
ister for electives from SWAYAM-NPTEL courses on satisfying the
minimum pre-requisite of the specific course(s) with the approval of
DAC.


Scheme and Syllabi 7 w.e.f. 2023 - 24







SWAYAM / NPTEL COURSES:


1. A student may complete SWAYAM - NPTEL courses and trans-
fer equivalent credits to partially complete the mandatory credit
requirements of the B. Tech. Program.


2. The Department may permit students to register from other
platforms, by taking care of evaluation and grading.


3. Before the commencement of each Semester, Department shall
release a list of SWAYAM - NPTEL courses approved as Elec-
tive/Open Elective courses.


4. A student shall only request for transfer of credits from such
notified SWAYAM - NPTEL Courses as published by the De-
partment.


5. SWAYAM - NPTEL Courses are considered for transfer of cred-
its only if the concerned student has successfully completed and
obtained the SWAYAM - NPTEL Certificate to this effect.


6. A student cannot transfer credits from SWAYAM - NPTEL
Courses for any other type of Courses not permitted in the Cur-
riculum.


7. Students shall register for the approved Courses as per the sched-
ule announced by SWAYAM - NPTEL with the approval to
DAC.


8. The credit equivalence for SWAYAM - NPTEL Courses: 12
weeks 4 credits, 8 weeks 3 credits; 4 weeks 1 credits.


9. The grading system for such SWAYAM - NPTEL Courses with
transfer of credits is specified in Table given below:
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Table: Grading System for SWAYAM - NPTEL
Courses


Final Score on the SWAYAM - NPTEL Certificate Grade Awarded


85 ≤ Percentage ≤ 100 A+


75 ≤ Percentage <85 A


65 ≤ Percentage <75 B


50 ≤ Percentage <65 C


40≤ Percentage <50 D


0 ≤ Percentage <40 E


10. A student must submit the original SWAYAM - NPTEL Course
Certificates to the Head of Department concerned, with a writ-
ten request for the transfer of the equivalent credits. On veri-
fication of the SWAYAM - NPTEL Course Certificates and ap-
proval by the Head of the Department, the SWAYAM - NPTEL
Course(s) and equivalent Credits will be included in Course
(with associated Credits) Registration of the concerned student
in the Semester immediately following the completion of the
SWAYAM - NPTEL Course(s).


11. A student may submit a request for credit transfer from SWAYAM
- NPTEL Courses before the last instruction day of the Eight
(8th) Semester of the B. Tech program as specified in the Aca-
demic Calendar.


12. The Institute shall not reimburse any fees/expenses; a student
may incur for the SWAYAM - NPTEL courses.
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Course Code


MAIC 101
Differential Calculus and Differential Equations


L - T - P - C


3 - 1 - 0 - 4


Pre-Requisites:
The basic knowledge of matrix theory, Limit, Continuity, Differen-
tiability for functions of one variable, Basic knowledge of ordinary
differential equations of first order and first degree.
Course Objective:


1. To understand matrix algebra and its applicability in different
engineering fields.


2. To incorporate the knowledge of calculus and its subsequent en-
gineering applications.


3. To be able to form and solve the ordinary differential equation
with engineering applications.


4. To have the idea of Laplace transforms with engineering appli-
cations.


Unit 1: 8L
Matrix Theory: Matrices, Related matrices, Rank of a matrix, Lin-
ear dependence and independence of vectors, Consistency of linear
systems of equations, Solution of linear system of equations, Eigen
value problem, Eigen values and Eigen vectors with their properties,
Cayley-Hamilton theorem and its applications, Similarity of matri-
ces, Diagonalization of a real symmetric matrix, Quadratic form and
their reduction to canonical form.


Unit 2: 8L
Multivariable Calculus: Limits, continuity and differentiability
of multivariable functions, Partial differentiation and its geometrical
interpretation, Total differential, Composite function, Taylor’s and
Maclaurins expansion for the functions of two variables, Maxima and
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minima, Lagrange’s method of undetermined multipliers, Jacobian,
Difference between total derivative and Jacobian.


Unit 3: 8L
Ordinary Differential Equations: Linear higher order ordinary
differential equations with constant coefficients, Solutions of homoge-
nous and non-homogenous equations, Method of variation of param-
eters, Method of undetermined coefficients, Equations reducible to
linear equations with constant coefficients (Euler-Cauchy and Leg-
endres linear differential equations).


Unit 4: 8L
Applications of Differential Equations: First order differential
equations: Newton’s law of cooling, Radioactive decay, L-R and C-R
circuits. Second order differential equations: Mechanical Vibrations-
Free undamped and damped vibrations, Forced Oscillations, Reso-
nance phenomenon. Electrical Vibrations, Series LCR circuit, Anal-
ogy with mass spring system, LCR circuit with voltage source, Com-
plex impedance and Resonance phenomena.


Unit 5: 8L
Laplace Transforms: Laplace transforms- Definition, Laplace trans-
forms of standard functions and their properties, Inverse Laplace
transforms and its properties, Convolution theorem, Initial and final
values theorems, Laplace transforms of periodic functions, Heaviside
unit step function, Dirac-delta function, Solution of ordinary differ-
ential equations.


Text Books:


1. Erwin Kreyszig, Advanced Engineering Mathematics, 9th Edi-
tion, Wiley India Pvt. Ltd., 2011.
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2. Paras Ram, Engineering Mathematics through Applications, 2nd
Edition, CBS Publishers, 2015.


Reference Books:


1. G. B. Thomas and R.L. Finney, Calculus and analytical geome-
try, 9 th Edition, Pearson Education, 5th Indian Reprint, 2002.


2. Peter V. O’ Neil, Advanced Engineering Mathematics, 5th Edi-
tion, Thomson, Book/Cole, 2003.


3. A. K. Nandakumaran, P. S. Datti, and Raju K. George, Ordi-
nary Differential Equations, Principles and Applications Cam-
bridge University Press, 2017.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand and analyze the theoretical and practical aspects of matrix
applications


CO2 Identify extreme values of functions and interpret the engineering problems


CO3 Model simple physical problems as differential equations, analyze and
interpret the solutions


CO4 Use Laplace transforms to solve ordinary differential equations
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Course Code


MAIC 102
Integral Calculus and Difference Equations


L - T - P - C


3 - 1 - 0 - 4


Pre-Requisites:
The basic knowledge of Differentiation, Integration, Summation, Scalars,
Vectors and Trigonometrical functions.
Course Objective:


1. To provide the students with sufficient knowledge of Integral
Calculus and its applications.


2. To have the knowledge of vector calculus and its physical inter-
pretation with applications.


3. To have the idea of difference equation and Z-transforms with
engineering applications.


4. To have the knowledge of fundamental concept of Fourier series
and its applications.


Unit 1: 8L
Power Series Solutions and Special Functions: The Strum-
Liouville Problem, Orthogonality of eigen functions, Ordinary and
singular points of an equation, Series solution about an ordinary
point using Power series solutions, Series solution about a regular
singular point using Frobenius method, Solution of Legendre’s and
Bessel’s differential equations, Legendre’s and Bessel’s functions.


Unit 2: 8L
Multiple Integrals:Evaluation of double integrals (Cartesian and
polar coordinates), Change of order of integration, Change of vari-
ables between cartesian and polar coordinates, Applications of Dou-
ble Integrals, Triple integrals, Change of variables between Cartesian,
cylindrical and spherical polar co-ordinates, Applications of triple in-
tegrals, Beta and Gamma functions, Dirichlet integrals.
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Unit 3: 8L
Vector Calculus :Scalar and vector valued functions, Gradient of a
scalar point function and its geometrical interpretation, Directional
derivative, Divergence and curl of a vector point function and their
physical interpretations, Statement of vector identities, Scalar and
velocity potentials, Line, surface and volume integrals, Statement
of Green’s, Stoke’s and Gauss divergence theorems, Verification and
evaluation of vector integrals using these theorems.


Unit 4: 8L
Difference Equations and Z - Transforms:Difference Equation-
Definition of Difference equation, First and second order difference
equations with constant coefficients, Fibonacci sequence, Solution of
difference equations (complementary functions and particular inte-
grals).
Z-transform- Definition of Z-transform, Relation between Z- trans-
form and Laplace transforms, Z-transforms of standard functions, In-
verse Z-transforms, Inverse Z-transforms by partial fraction method,
Inverse Z-transforms by convolution method, Solution of simple dif-
ference equations using Z-transforms.


Unit 5: 8L
Fourier Series: Fourier series, Euler’s formula, Dirichlet’s condi-
tions, Fourier series expansion of functions having point of discon-
tinuity, Change of interval, Expansion of even and odd functions,
Half range series, Typical wave-forms, Parseval’s formula, Practical
Harmonic Analysis.


Text Books:


1. Erwin Kreyszig, Advanced Engineering Mathematics, 9th Edi-
tion, Wiley India Pvt. Ltd., 2011.
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2. Paras Ram, Engineering Mathematics through Applications, 2nd
Edition, CBS Publishers, 2015.


Reference Books:


1. Michale D. Greenberg, Advanced Engineering Mathematics, 2nd
Edition, Pearson Education, First Indian reprint, 2002.


2. Peter V. O’ Neil, Advanced Engineering Mathematics, 5th Edi-
tion, Thomson, Book/Cole, 2003.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand and analyze the practical aspects of series solution and special
functions


CO2 Interpret the line, surface and volume integrals


CO3 Use Z-transforms to solve difference equations analytically


CO4 Apply the analytical technique to express periodic functions as a Fourier
series
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Course Code


MAPC 201
Linear Algebra & Applications


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To introduce concepts of linear algebra and provide wide appli-
cation of this discipline within scientific field.


2. To impart knowledge about linear transformations, Inner prod-
uct spaces and Eigen decomposition.


3. To enable the students with analytical ability to apply the the-
orems and results in real life engineering applications.


Unit 1: 10L
System of Linear Equations: Matrices and elementary row oper-
ations, Row reduced echelon matrices, Homogeneous system of linear
equations, Elementary matrices, LU Decomposition, Some applica-
tions giving rise to Linear Systems Problems.


Unit 2: 10L
Vector Space: Fields, fields of numbers, finite fields, Vector Spaces
over R and C, subspaces, linear independence, basis and dimension
of a vector space, ordered basis and co-ordinates, Application to dif-
ference equations and markov chains.


Unit 3: 10L
Linear Transformation: Linear transformations, Rank and Nul-
lity of linear transformation, Algebra of linear transformation, Iso-
morphism, Invertible linear transformations, Dual and double dual
of a vector space and transpose of a linear transformation, Matrix
representation of Linear Transformation, eigenvalue and eigenvector
of an linear transformation, Discrete dynamical systems, Application
to differential equations.
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Unit 4: 10L
Eigen Decomposition: Diagonalizability of linear operators of fi-
nite dimensional vector spaces, simultaneous triangulization and si-
multaneous diagonalization, Primary decomposition theorem - di-
agonal and nilpotent parts, Applications to Image processing and
Statistics.
Inner Product Spaces: Gram-Schmidt orthogonalization, best ap-
proximation of a vector by a vector belonging a given subspace and
application to least square problems, Adjoint of an operator, Hermi-
tian, unitary and normal operators, Singular Value Decomposition
and its applications, Spectral decomposition, Applications of Inner
product spaces.


Text Books:


1. G. Strang, Linear algebra and its applications, Cengage.


2. D.C. Lay, Linear Algebra and its Applications, Pearson.


3. K. Hoffman, R. Kunze, Linear Algebra, Pearson.


Reference Books:


1. D. Poole, Linear Algebra: A Modern Introduction, Brooks/Cole.


2. S. Kumaresan, Linear Algebra: A Geometric Approach, Prentice-
Hall of India.


3. S. Lang, Linear algebra (undergraduate text in mathematics),
Springer.
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Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand fundamental concepts of system of linear equations and Vector
spaces


CO2 Understand fundamentals of Inner product space and Eigen decomposition


CO3 Apply concepts of linear algebra in various engineering application
problems
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Course Code


MAPC 202
Discrete Mathematics


L - T - P - C


4 - 0 - 0 - 4


Course Objective:


1. Apply Propositional logic and First order logic to determine the
validity of the statement.


2. Construct induction proofs involving summations, inequalities,
and divisibility.


3. Implement the principles of counting, permutations and combi-
natory to solve real world problems.


4. Determine whether a given relation is an equivalence relation/poset
and will be able to draw a Hasse diagram.


5. Develop and analyze the concepts of Boolean algebra.


Unit 1: 10L
Mathematical Logic: Connectives, Tautologies, Equivalence of
formulas, Duality law, Tautological implications, Normal forms, The-
ory of inference for statement calculus, Methods of proof, Predicative
logic, Statement functions, Variables and quantifiers, Free and bound
variables, Inference theory for predicate calculus.


Unit 2: 10L
Counting: Basics of counting, Permutations and combinations -
Generalized Permutations and combinations, Pascals identity, Van-
dermondes identity, the Principles of inclusion & exclusion, Pigeon-
hole principle and its applications.


Unit 3: 10L
Recurrence Relations: Generating functions, Generating func-
tions of permutations and combinations, Formulation as recurrence
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relations, Solving recurrence relations by substitution and generat-
ing functions, Method of characteristic roots, Solving inhomogeneous
recurrence relations, Applications of recurrence relations.


Unit 4: 10L
Relations: Binary relation’s, Properties of binary relations, Equiv-
alence relations and partitions, Matrix representation of relations,
Adjacency matrices, Incidence matrices, Transitive closure and War-
shals algorithm, Partial and total ordering relations, Lattices.


Text Books:


1. J. R. Mott, A. Kandel and Baker, Discrete Mathematics for
Computer Scientists, PHI, 2006.


2. C. L. Liu, Elements of Discrete Mathematics, McGraw Hill,
1985.


Reference Books:


1. K. H. Rosen, Discrete Mathematics and its Applications with
Combinatorics and Graph Theory, Tata McGraw Hill, Seventh
Edition, 2015.


2. Bernand Kolman, Robert C. Busby and Sharon Cutler Ross,
Discrete Mathematical Structures, PHI, Sixth Edition, 2009.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Construct simple mathematical proofs and possess the ability to verify them


CO2 Express mathematical properties via the formal language of propositional and
predicate logic


CO3 Understand and analyze recursive definitions


CO4 Formulate and solve recurrence relations


CO5 Evaluate Boolean functions and simplify expressions using the properties of
Boolean algebra
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Course Code


MAPC 203
Computer Oriented Numerical Methods


L - T - P - C


3 - 0 - 2 - 4


Course Objective:


1. To find the roots of nonlinear equations numerically.


2. Approximate the functions based on interpolation and able to
evaluate integrals and differentiation of functions.


3. To validate numerical solution through mathematical analysis.


Unit 1: 10L
Iterative Methods: Introduction, Order of convergence, Method of
Bisection, Regula-Falsi Method or Method of False Position, Fixed-
Point Iteration, Newton - Raphson Method, Secant Method, Gen-
eralized Newtons Method, Solution of linear system of equations,
Gauss-Jacobi and Gauss-Seidel method, iteration methods, Eigen
values and eigen vectors using Power method.


Unit 2: 10L
Interpolation: Finite difference operators, Divided difference op-
erators, Relation between difference operators, Application of differ-
ence operators, Polynomial Interpolation, Existence and uniqueness
of interpolating polynomials, Lagrange and Newtons interpolation,
Newtons forward and backward difference formula, Error in interpo-
lation.


Unit 3: 10L
Numerical Differentiation and Integration: Numerical differ-
entiation: Methods based on interpolation and finite differences, Er-
ror in approximation, Order of approximation, Numerical Integra-
tion: Quadrature formula, Newton Cotes Methods, Trapezoidal and
Simpsons rules with error analysis. Gauss quadra ture methods with
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error analysis.
Unit 4: 10L
Numerical Solution of Differential Equations: Picards method,
Taylors series method, Euler and Runge-Kutta methods for initial
value problems of order one and higher and system of first order
ODEs.


Practicals:
Students can use PYTHON programming language


1. To solve nonlinear equations.


2. To solve a system of nonlinear equations.


3. To solve a system of linear equations using direct methods.


4. To solve a system of linear equations using indirect methods.


5. To find the eigenvalue of a matrix.


6. To make a difference table.


7. For interpolating arbitrary spaced and equally spaced data.


8. To approximate the derivative numerically.


9. To integrate a function numerically.


10. To solve the initial value problems of order one and more and
system of first order ODEs.


Text Books:


1. M.K. Jain, S.R.K. Iyengar, R.K. Jain, Numerical Methods for
Engineers and Scientists, New Age International, 2008.


2. C. F. Gerald and P. O. Wheatley, Applied Numerical Analysis,
Addison-Wesley, 1984.
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Reference Books:


1. D. Aitkinson, Numerical Analysis, John Wiley and Sons, 2009.


2. C. E Gerald , P. O. Whealtley, Applied Numerical Analysis,
Pearson edu. 2004.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Find the roots of nonlinear equations


CO2 Interpolate the given data and approximate the function by a polynomial


CO3 Determine the numerical differentiation of a function


CO4 Evaluate the Integrals numerically


CO5 Solve Initial value problems numerically
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Course Code


MAPC 204
Probability and Statistics


L - T - P - C


3 - 0 - 2 - 4


Course Objective:


1. To provide students with the foundations of probabilistic and
statistical analysis mostly used in varied applications in engi-
neering


2. To define and identify some basic probability distributions and
random variables.


3. To introduce the fundamental concepts relevant to the modeling
of experimental data.


4. To enable the students to understand the factors that cause the
physical process in real life situations.


Unit 1: 10L
Random Variables: Review of probability, Probability distribu-
tions with discrete and continuous random variables, Joint prob-
ability mass function, Marginal distribution function, Joint density
function Independent random variables, Mathematical Expectation,
Moment generating function, Chebyshevs inequality, Weak law of
large numbers, Bernoulli trials.


Unit 2: 10L
Theoretical Probability Distributions: Binomial, Negative Bi-
nomial, Geometric, Poisson, Normal, Rectangular, Exponential, Gaus-
sian, Beta and Gamma distributions and their moment generating
functions, Fit of a given theoretical model to an empirical data.
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Unit 3: 10L
Sampling and Testing of Hypothesis: Introduction to testing
of hypothesis - Tests of significance for large samples t, F and Chi-
square tests, ANOVA - one-way and two-way classifications.


Unit 4: 10L
Theory of Estimation: Characteristics of estimation, Minimum
variance unbiased estimator, Method of maximum likelihood esti-
mation.
Correlation and Regression: Scatter diagram, Linear and poly-
nomial fitting by the method of least squares, Linear correlation and
linear regression, Rank correlation, Correlation of bivariate frequency
distribution.


Practicals:
Students can write computer program.


1. Calculation of A.M., G.M., H.M., median and mode.


2. Calculation of quartiles, deciles and percentiles.


3. Calculation of range, quartile deviation, mean deviation, stan-
dard deviation and root mean square deviations.


4. Calculation of central moments from raw moments, calculation
of skewness and kurtosis.


5. Calculation of raw moments from central moments, calculation
of moments about one point from moments about another point.


6. Fitting of binomial distribution.


7. Fitting of Poisson distribution.


8. Fitting of normal distribution.


9. Testing of hypothesis based on normal distribution.


10. Test based on chi-square distribution.
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11. Test based on t-distribution.


12. Test based on F-distribution.


Text Books:


1. S.C. Gupta and V.K. Kapur, Fundamentals of Mathematical
Statistics, S.Chand & Sons, New Delhi, 2008.


2. V.K. Rohatgi and A.K. Md. Ehsanes Saleh, An Introduction to
Probability theory and Mathematical Sciences, Wiley, 2001.


Reference Books:


1. Miller & Freunds Probability and Statistics for Engineers, Richard
A. Johnson, Pearson, 2018, Ninth Edition.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Determine the mean, standard deviation and mth moment of a probability


CO2 Apply theoretical model to fit the empirical data


CO3 Differentiate between Large and small sample tests


CO4 Use the method of testing of hypothesis for examining the validity of a
hypothesis


CO5 Estimate the parameters of a population from knowledge of statistics of
a sample
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Course Code


MAPC 205
Computational Methods for Differential Equations


L - T - P - C


3 - 0 - 2 - 4


Pre-Requisites: MAPC 203
Course Objective:


1. Demonstrate understanding of common numerical methods and
how they are used to obtain approximate solutions to otherwise
intractable mathematical problems.


2. Apply numerical methods to obtain approximate solutions to
mathematical problems.


Unit 1: 10L
Ordinary Differential Equations: Boundary-value problems -
shooting method, finite difference method, convergence analysis.


Unit 2: 10L
Parabolic Equation: One dimensional parabolic equations, Ex-
plicit and implicit finite difference scheme, Stability and convergence
of difference scheme, Two dimensional parabolic equations, A.D.I.
methods with error analysis.


Unit 3: 10L
Hyperbolic Equations: First order quasi-linear equations and
characteristics, Numerical integration along a characteristic, Lax-
Wendroff explicit method, Second order quasi-linear hyperbolic equa-
tion, Characteristics Solution by the method of characteristics.


Unit 4: 10L
Elliptic Equations: Solution of Laplace and Poisson equations in
a rectangular region, Finite difference in Polar Coordinate Formulas
for derivatives near a curved boundary when using a square mesh -
discretisation error, Mixed Boundary value problems.
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Practicals:
Student can use PYTHON programming language for constructing


i. FDM for Second order linear & nonlinear BVP with both
Dirichlet boundary conditions
ii. FDM for Second order linear & nonlinear BVP with both
Neumann boundary conditions
iii. FDM for Second order linear & nonlinear BVP with right
Neumann and left Dirichlet boundary conditions
iv. FDM for Second order linear & nonlinear BVP with left
Neumann and right Dirichlet boundary conditions
v. An Explicit and Crank- Nicolson FDM for One dimensional
heat conduction problem
vi. An Explicit and Implicit FDM for one dimensional wave
equation
vii. An Explicit FDM for one dimensional Laplace equation
viii. An Explicit FDM for one dimensional Poisson equation


Text Books:


1. M. K. Jain, S. R. K. Iyengar and R. K. Jain, Computational
Methods for Partial Differential Equations, Wiley Eastern, 2016.


2. G. D. Smith, Numerical Solution of Partial Differential Equa-
tions, Oxford University Press, 2004.


Reference Books:


1. G. Evans, J. Blackledge, P. Yardley, Numerical Methods for Par-
tial Differential Equations, Springer Science & Business Media,
2012.


2. K. W. Morton, D. F. Mayers, Numerical Solution of Partial
Differential Equations: An Introduction, Cambridge University
Press, 2005.
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Course Outcomes:
At the end of the course, the student will be able to:


CO1 Use discretization methods for solution of ODEs using finite difference schemes


CO2 Analyze the consistency, stability and convergence of a given numerical scheme


CO3 Find the numerical solution of the heat equation, wave equation and the laplace
equation in one dimensional space using the finite differeence
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Course Code


MAPC 206
Transform Techniques


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To introduce various transform technique to solve mathematical
equation representing engineering problem.


2. To express periodic and non-periodic function in terms of sinu-
soidal functions.


3. Construct Mellin transform of derivatives and integrals to a
given function.


4. Find Daubechies wavelet series to a given function.


Unit 1: 10L
Fourier Transforms: Fourier integral theorem, Fourier sine and
cosine integrals, Fourier transforms, Fourier sine and cosine trans-
form, properties, inverse transforms, finite Fourier transforms.


Unit 2: 10L
Mellin Transform : Definition and elementary properties, Mellin
transform of derivatives and integrals, Inversion theorems, Parseval’s
theorem.


Unit 3: 10L
Wavelet Transform: Introduction Stationary and non-stationary
signals, Signal representation using basis and frames, Time frequency
analysis, Bases of time frequency, orthogonal, Filter banks, Multi res-
olution formulation, Wavelets from filters, Classes of wavelets, Haar,
Daubechies, bi-orthogonal.
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Unit 4: 10L
Continuous Wavelet Transform: Continuous wavelet transform
(CWT), Time and frequency resolution of the continuous wavelet
transform, Construction of continuous wavelets: Spline, orthonor-
mal, bi-orthonormal, Inverse continuous wavelet transform, Redun-
dancy of CWT, Zoom property of the continuous wavelet transform,
Filtering in continuous wavelet transform domain.


Text Books:


1. Kreyszig, Advanced Engineering Mathematics, John Wiley &
Sons Publishers, 10th Edition, 2010.


2. Raghuveer Rao and Ajit S. Bopardikar, Wavelet transforms; In-
troduction, Theory and applications, Pearson Education Asia,
2000.


Reference Books:


1. J.C. Goswami and A.K. Chan, Fundamentals of Wavelets: The-
ory, Algorithms, and Applications, 2nd ed., Wiley, 2011.


2. B. S. Grewal, Higher Engineering Mathematics, Khanna Pub-
lishers, 43rd Edition, 2015.


Course Outcomes:
At the end of the course, the student will be able to:


CO1
Use Fourier transform in communication theory and
signal analysis, image processing and filters, data processing and
analysis, solving partial differential equations for problems on gravity


CO2 Understand Mellin transform of derivatives and integrals


CO3 Understand wavelet basis and characterize continuous transforms
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Course Code


MAPC 301
Graph Theory


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To explain basic concepts in graph theory, define new graphs
serve as models for many standard problem.


2. To present a rigorous introduction to the fundamentals of graph
theory.


3. To enable the students to model various applications from sci-
ence and engineering using graphs.


Unit 1: 10L
Introduction: Graphs, Subgraphs, Some basic properties of graphs
and subgraphs, Isomorphism, Various types of graphs and their sub-
graphs, trails, walks, paths, circuits and cycles, connected graphs,
disconnected graphs and components, various operations on graphs,
Eulerian graphs, Hamiltonian paths and cycles, Adjacency and inci-
dence matrices of a graph, shortest path, algorithms to find shortest
path.


Unit 2: 10L
Hamiltonian and Eulerian Graphs: Necessary conditions for
Hamiltonian graphs, sufficient conditions for Hamiltonian graphs,
traveling salesman problem, characterization of Eulerian graphs, con-
struction of Eulerian tour, The Chinese postman problem.


Unit 3: 10L
Trees: Characterization of trees, rooted and binary trees, spanning
trees and their properties, spanning trees in weighted graphs, mini-
mum spanning tree, algorithms for minimum spanning tree.
Cut Vertices and Edge Connectivity: Cut vertices, cut sets
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and their properties, the max-flow min-cut theorem, max-flow algo-
rithm, connectivity and edge connectivity, Mengers theorem (without
proof), max-flow algorithm.


Unit 4: 10L
Coloring of Graphs: Coloring, proper coloring, chromatic num-
ber, chromatic partitioning, a maximal independent set, matching,
maximum matching in bipartite graphs and in general graphs.


Text Books:


1. G. Chatrand, and O.R. Ollermann, Applied and Algorithmic
Graph theory, McGraw Hill, 1993.


2. Narishgh Deo, Graph theory with applications to engineering
and computer science, PHI, New Delhi, 1979.


Reference Books:


1. Geir Agnarsson and R. Gveenlaw, Graph theory: Modeling ap-
plications and Algorithms, Pearson edu., Inc,.


2. L.R. Foulds, Graph theory applications, Narosa Pub. House,
1992.


3. Corman, Leiserson and Rivest, Introduction to Algorithms, PHI,
1998.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Apply principles and concepts of graph theory in practical situations


CO2 Understand graphs as models


CO3 Understand various types of trees and graph coloring
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Course Code


MAPC 302
Theory of Computation


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To introduce students to the mathematical foundations of com-
putation including automata theory, the theory of formal lan-
guages and grammars, the notions of algorithm, decidability,
complexity, and computability.


2. To enhance/develop students’ ability to understand and conduct
mathematical proofs for computation and algorithms.


3. To understand basic properties of Turing machines and comput-
ing with Turing machines.


Unit 1: 10L
Machines: Basic machine, FSM , Transition graph, Transition ma-
trix, Deterministic and non- deterministic FSMS, Equivalence of
DFA and NDFA, Mealy & Moore machines, minimization of finite
automata, Two-way finite automata.


Unit 2: 10L
Grammars: Regular Sets and Regular Grammars: Alphabet, words,
Operations, Regular sets, Finite automata and regular expression,
Pumping lemma and regular sets, Application of pumping lemma,
closure properties of regular sets. Formal Grammars & Languages:
Basic definitions and examples of languages, Chomsky hierarchy,
Regular grammars, context free & context sensitive grammars, con-
text free languages, non-context free languages, Chomskey normal
forms, binary operations on languages.
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Unit 3: 10L
Turing Machines & Pushdown Automata: TM model, repre-
sentation and languages acceptability of TM Design of TM, Universal
TM & Other modification, composite & iterated TM, Pushdown au-
tomata, Acceptance by PDA.
Computability and Undecidibility: Basic concepts, primitive &
partial recursive function, Recursive function, Decidability, Kleens
theorem, Undecidibility, Properties of recursive & recursively enu-
merable languages, Universal Turing machine and undecidable prob-
lem, Rices theorem & some more undecidable problems.


Unit 4: 10L
Computational Complexity Theory: Definition, linear speed-
up, tape compression & reduction in number of tapes, Hierarchy
Theorem, Relation among complexity measures, Transition lemmas
& non deterministic hierarchies, properties of general complexity
measures, the gap, speed-up, union theorem, Automatic complex-
ity theorem.


Text Books:


1. J. E. Hopcroft, J.D. Ullman, Introduction to Automata theory,
Langauges & computation, Narosa Publishers.


2. K.L.P. Mishra, Theory of computer Science, Prentice Hall of
India.


Reference Books:


1. E.V. Krishnamurthy, Introductory Theory of Computer science,
East West Press.


2. J. Martin, Introduction to Languages and the Theory of Com-
putation, McGraw-Hill Education.


3. P. Linz, An introduction to formal languages and automata,
Narosa Publishers.
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Course Outcomes:
At the end of the course, the student will be able to:


CO1 Analyse and design finite automata, pushdown automata, Turing machines,
formal languages, and grammars


CO2
Demonstrate the understand of key notions, such as algorithm,
computability, decidability, and complexity through problem solving


CO3 Prove the basic results of the Theory of Computation
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Course Code


MAPC 303
Operation Research


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. Formulate and find the optimal solution of Linear programming
problem of the real life problems.


2. Study the theory of duality and sensitivity analysis in linear
programming.


3. Introduce Transportation and Assignment problems and to dis-
cuss methods to find optimum solutions.


4. Learn network flow problems and their solution techniques.


Unit 1: 10L
Introduction: Hyperplane and hyperspheres, Convex sets and their
properties, Convex functions, Linear Programming Problems, For-
mulation through examples, Basic feasible and optimal solutions, Ex-
treme points, Graphical Method, Simplex Method, Big-M Method,
Degeneracy, Duality and Dual, LPP and its properties, Dual simplex
Algorithm and sensitivity analysis.


Unit 2: 10L
Transportation Problem: mathematical formulation, basic feasi-
ble solution, North-West Corner Method, Least Cost Method, Vogels
approximation Method, Optimal solution by U-V Method, Stepping
Stone Method, Degeneracy in Transportation problem. Assignment
Problem: mathematical formulation, solution by Hungarian Method,
unbalanced problem, Traveling Salesman problem and its solution.


Unit 3: 10L
Goal Programming Problem (GPP): Mathematical formula-
tion, Graphical goal attainment and Simplex method for solution
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of GPP. Game Theory: Two-Person Zero sum games, The Maximin-
minimax principle, pure and mixed strategies, graphical solution,
Dominance property, General solution of m x n rectangular games,
Linear programming of GP.


Unit 4: 10L
Network Analysis: PERT: Background, development, networking,
estimating activity time, Determination of earliest expected and al-
lowable times, determination of critical path, PERT cost, scheduling
of a project, CPM method, Applications of these methods.
Text Books:


1. F.S. Hillier and G.J. Libermann, Introduction to Operations Re-
search, McGraw Hill.


2. K. Swarup, P.K. Gupta and Man Mohan, Operations Research,
Sultan Chand and Sons.


3. V. Chvatal, Linear Programming, W.H. Freeman publishers.


Reference Books:


1. S.D. Sharma, Operation Research, Kedar Nath & Co.


2. S.M. Sinha, Mathematical Programming; Theory and Methods,
Elsevier Publications.


3. G. Hadley, Linear programming, Narosa Publishing House.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Solve Linear Programming Problem (LPP) using Simplex,
Big-M and Two phase methods


CO2 Formulate Mathematical model and finding optimal solution of
Transportation problem, Assignment Problem, Travelling Salesman Problem


CO3 Determine the shortest path, critical path and maximal flow in a network


CO4 Design PERT to improve decision making and
develop critical thinking and objective analysis of decision problems
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Course Code


MAPC 305
Computational Number Theory


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To enable the students to understand the system of congruences
and test quadratic residuosity.


2. To impart knowledge about the basic arithmetic of finite fields.


3. To introduce the concept of Lenstra-Lenstra-Lovasz (LLL) algo-
rithm for factoring polynomials with integer coefficients.


4. To introduce the concept of CFRAC method or the elliptic curve
method for integer factorization.


Unit 1: 10L
Algorithms for Integer Arithmetic: Divisibility, gcd, prime num-
ber theorem, modular arithmetic, modular exponentiation, congru-
ence, Chinese remainder theorem (CRT), Hensel lifting, orders and
primitive roots, quadratic residues, modular square roots, continued
fractions and CFRAC method for integer factoring.


Unit 2: 10L
Representation of Finite Fields: Prime and extension fields, rep-
resentation of extension fields, polynomial basis, finite field arith-
metic, primitive elements, normal basis, optimal normal basis, irre-
ducible polynomials.


Unit 3: 10L
Algorithms for Polynomials: Root-finding and factorization, Lenstra-
Lenstra-Lovasz (LLL) algorithm, polynomials over finite fields.
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Unit 4: 10L
Elliptic Curves: The elliptic curve group, elliptic curves over finite
fields, pairing on elliptic curves, elliptic curve method for integer fac-
toring.
Text Books:


1. Victor Shoup, A Computational Introduction to Number The-
ory and Algebra, Version 2, Cambridge University Press, 2008.
(available at https://www.shoup.net/ntb/)


2. Abhijit Das, Computational number theory, CRC press, 2015.


3. Neal Koblitz, Introduction to Elliptic Curves and Modular Form,
Springer, Second Edition, 1984.


Reference Books:


1. I. Niven, H. S. Zuckerman and H. L. Montgomery, An Introduc-
tion to the Theory of Numbers, Fifty Edition, John Wiley &
Sons, 1991.


2. Kenneth H. Rosen, Elementary Number Theory & Its Applica-
tions, Sixth Edition, Pearson, 2011.


3. Joseph H. Silverman, The Arithmetic of Elliptic Curves, Second
Edition, Springer, 2009.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Solve the system of congruences


CO2 Test quadratic residuosity


CO3 Know the basic arithmetic of finite fields


CO4 Apply Lenstra-Lenstra-Lovasz (LLL) algorithm for factoring polynomials with
integer coefficients


CO5 Apply CFRAC method or the elliptic curve method for integer factorization
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Course Code


MAPC 306
Game Theory & Applications


L - T - P - C


4 - 0 - 0 - 4


Course Objective:


1. To provide an introduction to Game Theory.


2. To expline in depth the standard equilibrium concepts.


3. To expline and predict how individuals behave in a specific
strategic situation.


Unit 1: 10L
Two Person Zero Sum Games: The nature of games, Matrix
Games, Dominance and Saddle point, Mixed strategies, Game trees,
Application to business Competitive decision making, utility theory,
Games against nature.


Unit 2: 10L
Two Person Zero Sum Games and Applications: Nash equi-
librium and Non-cooperative solutions, the Prisoners Dilemma, Ap-
plication to Social Psychology trust, suspicion, and the F-scale.


Unit 3: 10L
Strategic Moves: Basic of Strategic moves, Application to Biol-
ogy evolutionarily stable strategies, the Nash arbitration scheme
and cooperative solutions, Application to Business Management-
Labor arbitration.
N-Person Games: Introduction to N-Person games, Application
to Politics Strategic voting, N- Persons Dilemma, Application to
Athletics Prisoners Dilemma and the Football Draft.
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Unit 4: 10L
Imputations, Dominance and Stable Sets: Application to An-
thropology Pathan organization, the core, the shapely value, Appli-
cation to Politics the shapley-shubik power index.


Text Books:


1. P. D. Straffin, Game Theory and Strategy, Mathematical Asso-
ciation of America.


2. E.N. Barron, Game Theory; An introduction, John Wiley &
Sons, 2008.


Reference Books:


1. R.A. Gibbons, Primer in Game Theory, Pearson Education,
1992.


2. W. F. Lucas, Game theory and its applications Mathematical
Association of America.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Identify strategic situations and represent them as games


CO2 Solve simple games using various techniques


CO3 Analyse economic situations using game theoretic techniques
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Course Code


MAPC 307
Statistical Simulation and Data Analysis


L - T - P - C


3 - 0 - 0 - 3


Pre-Requisites: MAPC 204
Course Objective:


1. Understand the principles and concepts of statistical simulation
and its role in data analysis.


2. Develop proficiency in programming languages and software com-
monly used for statistical simulation and data analysis.


3. Gain hands-on experience in generating and manipulating sim-
ulated data to mimic real-world scenarios.


4. Learn various simulation techniques, such as Monte Carlo sim-
ulation, bootstrapping, and resampling methods.


Unit 1: 10L
Simulation of random variables from discrete, continuous, multivari-
ate distributions and stochastic processes.


Unit 2: 10L
Computer Intensive Inference Methods - Jack-Knife, Bootstrap, cross
validation, Monte-Carlo methods.


Unit 3: 10L
Regression analysis, scatter plot, residual analysis. Computer In-
tensive Inference Methods - Jack-Knife, Bootstrap, cross validation,
Monte Carlo methods and permutation tests.


Unit 4: 10L
Graphical representation of multivariate data, Cluster analysis, Prin-
cipal component analysis for dimension reduction, Dimension reduc-
tion using LASSO, E.M. Algorithm, Markov Chain Monte Carlo.
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Text Books:


1. Sheldon M. Ross, Simulation (Academic Press, Fourth Edition),
2006.


2. B. Efron and R.J. Tibshirani, An Introduction to the Bootstrap,
(Chapman and Hall), 1994.


Reference Books:


1. B.S. Everitt, S. Landau, M. Leese, D. Stahl, Cluster Analysis,
(Wiley), 2011.


2. G. M. McLachlan and T. Krishnan, The EM Algorithm and
Extensions, (Wiley), 1997.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand of statistical simulation techniques


CO2 Proficiency in programming languages and software


CO3 Practical experience in analyzing real-world datasets
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Course Code


MAPE***
Mathematics of Data Science


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To impart knowledge about the basic mathematical concepts of
Algebra


2. To enable the students understand the basic mathematical con-
cepts in data science, relating to Statistics, Graph Theory and
Optimization.


3. Employ methods related to these concepts in a variety of data
science applications.


Unit 1: 10L
Introduction and Algebra: Introduction of Data Science, Visual-
ization of data, Resampling, Distributions, Linear Model & Baysian
Model, Simple examples, Gradients of Vector-Valued Functions, Gra-
dients of Matrices, Useful Identities for Computing Gradients, Back-
propagation and Automatic Differentiation.


Unit 2: 10L
Statistics: Parameter Estimation, Bayesian Linear Regression, Max-
imum Likelihood as Orthogonal Projection, Principal Component
Analysis (PCA), Spectral Clustering, Cheegers inequality, Concen-
tration of measure and tail bounds in probability. Dimension re-
duction through Johnson-Lindelstrauss Lemma and Gordons Escape
through a Mesh Theorem.


Unit 3: 10L
Graph Theory: Approximation algorithms in Theoretical Com-
puter science and the Max-cut problem, Clustering of random graphs,
Stochastic Block model, Synchronization, Inverse problems on graphs.
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Unit 4: 10L
Optimization: Continuous Optimization, Basics of duality in Op-
timization, Convex Optimization.


Text Books:


1. Joel Grus, Data science from scratch, O’Reilly Media, 2015.


2. Murtaza Haider, Getting started with data science, IBM Press,
2016.


Reference Books:


1. Lillian Pierson, Data science for Dummies, Wiley, Second Edi-
tion, 2017.


2. J Koponen & J Hidden, Data Visualization Handbook, CRC
Press, 2019.


3. A. Aldo Faisal, Cheng Soon Ong, Mathematics for Machine
Learning, Marc Peter Deisenroth, Cambridge University Press,
2019.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Analyze the basics of data science


CO2 Apply PCA


CO3 Analyze spectral clustering


CO4 Compute dimension reduction and clustering of random graphs


CO5 Apply approximation algorithms
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Course Code


MAPE***
Real and Complex Analysis


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To impart knowledge about the Riemann integration, Improper
integral, Metric spaces, Complex integration.


2. To introduce the fundamental concepts relevant to Real and
Complex Analysis.


3. To enable the students to understand the factors that causes the
integrability and convergence.


Unit 1: 10L
Riemann Integration: Riemann Integration, Partition and Rie-
mann sums, necessary and sufficient conditions for Riemann integra-
bility of a function, first and second mean value theorems of integral
calculus, fundamental theorem of integral calculus.


Unit 2: 10L
Improper Integrals: Improper integrals of first and second type,
Beta function, Gamma function, their properties, relation between
Beta and Gamma function, Convergence of improper integrals, com-
parison test, µ-test, Abels test, Dirichlets test.


Unit 3: 10L
Metric Spaces: Definition and examples, open, closed and bounded
sets, Interior, closure and boundary, convergence and completeness,
continuity and uniform continuity, connectedness, compactness and
Seperability, Heine-Borel theorem
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Unit 4: 10L
Preliminaries to Complex Analysis: Basic properties: conver-
gence, compactness, connectedness, Power series of complex valued
function, radius of convergence
Complex Functions: Poissons integral formula for a circle, Cauchys
inequality, Fundamental theorem of integral calculus for complex val-
ued function, Fundamental theorem of algebra, argument principle,
Rouches theorem, Poissons integral formula for a circle, Cauchys in-
equality, Fundamental theorem of integral calculus for complex val-
ued function, Fundamental theorem of algebra, argument principle,
Rouches theorem.


Text Books:


1. Erwin Kreyszig, Advanced Engineering Mathematics, John Wi-
ley and Sons.


2. R. K. Jain & S. R. K Iyengar, Advanced Engineering Mathe-
matics, Narosa Pub. House.


3. J.H. Mathews and R.W. Howell, Complex Analysis for Mathe-
matics and Engineering, Narosa Publishing House.


Reference Books:


1. J.W. Brown and R.V. Churchill, Complex Variables and Appli-
cations, McGraw Hill.


2. T. M. Apostol, Mathematical Analysis, Addison-Wesley Pub-
lishing Company.


3. S.C. Malik & Savita Arora, Mathematical Analysis, New Age
International (P) Ltd.
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Course Outcomes:
At the end of the course, the student will be able to:


CO1 Identify the factors that cause integrability and convergence


CO2 Describe the basic concepts of Real and Complex Analysis


CO3 Apply principles of Real and Complex Analysis to test the integrability and
convergence


CO4 Assess the benefit of Real and Complex analysis


Scheme and Syllabi 49 w.e.f. 2023 - 24







Course Code


MAPE***
Numerical Linear Algebra


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To understand the basic matrix factorization methods for solving
systems of linear equations and linear least squares problems.


2. To impart knowledge about the basic computer arithmetic and
the concepts of conditioning and stability of a numerical method.


3. To introduce the basic numerical methods for computing eigen-
values.


Unit 1: 10L
Fundamentals; Matrix-vector multiplication, Orthogonal vectors and
matrices Norms, Computer arithmetic, Singular Value Decomposi-
tion.


Unit 2: 10L
QR Factorization and Least Squares; Projectors, QR factorization,
Gram-Schmidt orthogonalization, Householder triangularization, Least
squares problems.


Unit 3: 10L
Conditioning and Stability; Conditioning and condition numbers,
Stability, Systems of Equations; Gaussian elimination, Cholesky fac-
torization.


Unit 4: 10L
Eigenvalues; Overview of eigenvalue algorithms, Reduction to Hes-
senberg or tridiagonal form, Rayleigh quotient, inverse iteration, QR
Algorithm without and with shifts, Computing the SVD
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Text Books:


1. Lloyd N. Trefethen and D. Bau, Numerical Linear Algebra, SIAM,
1997. ISBN 0-89871-361-7.


2. D. Kincaid and W. Cheney, Numerical Analysis: Mathematics
of Scientific Computing, 3rd Ed, Brooks/Cole, 2002. ISBN 0-
534-38905-8.


Reference Books:


1. J.W. Demmel, Applied Numerical Linear Algebra.


2. G.H. Golub and C.F. Van Loan, Matrix Computations.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand the principles of SVD of matrices


CO2 Find QR factorization of a matrix using Householder triangularization and
study its applications


CO3 Understand the basic concepts of linear algebra related to stability, accuracy,
etc.,


CO4 Describe the numerical procedure of eigenvalue problem
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Course Code


MAPE***
Matrix Computation


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. Use computational techniques and algebraic skills essential for
the study of systems of linear equations, matrix algebra, vector
spaces, eigenvalues and eigenvectors, orthogonality and diago-
nalization.


2. Use visualization, spatial reasoning, as well as geometric prop-
erties.


Unit 1: 10L
Floating point computations, IEEE floating point arithmetic, anal-
ysis of round off errors, Sensitivity analysis and condition numbers,
Linear systems, Jacobi, Gauss-Seidel and successive over relaxation
methods, LU decompositions.


Unit 2: 10L
Gaussian elimination with partial pivoting, Banded systems, pos-
itive definite systems, Cholesky decomposition - sensitivity analy-
sis, Gram-Schmidt orthonormal process, Householder transforma-
tion, QR factorization, stability of QR factorization.


Unit 3: 10L
Solution of linear least squares problems, normal equations, singular
value decomposition (SVD), Moore-Penrose inverse, Rank deficient
least squares problems, Sensitivity analysis of least-squares problems,
Sensitivity of eigenvalues and eigenvectors.
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Unit 4: 10L
Reduction to Hessenberg and tridiagonal forms; Power, inverse power
and Rayleigh quotient iterations, Explicit and implicit QR algo-
rithms for symmetric and non-symmetric matrices, Reduction to
bidiagonal form, Sensitivity analysis of singular values and singu-
lar vectors,Krylov subspace methods, conjugate gradient method.


Text Books:


1. B.N. Datta, Numerical Linear Algebra and applications, 2nd
edition, SIAM, 1995.


2. G. H. Golub and C. F. Van Loan, Matrix Computations, 3rd
edition, John Hopkins University. Press.


Reference Books:


1. L. N. Trefethen, Numerical Linear Algebra, SIAM 1997.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand fundamental concepts in matrix computations


CO2 Have an overview of various decomposition, sensitivity and round-off errors


CO3 Understand QR algorithm and many more
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Course Code


MAPE***
Mathematical Modeling and Simulation


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To learn how to model and solve real life problems.


2. To impart knowledge about the difference equations and discrete
dynamical systems.


3. To enable the students to understand the epidemic models.


4. To introduce the knowledge about the Monte Carlo methods and
its applications.


Unit 1: 10L
History of Mathematical Modeling, latest development in Mathe-
matical Modeling, Merits and Demerits of Mathematical Modeling,
Quantitative and Qualitative approach of modeling, Conceptual and
Physical models, stationary and in stationary models, distributed
and lumped models, models in real world problem.


Unit 2: 10L
Introduction to difference equations, Non-linear Difference equations,
Steady state solution and linear stability analysis. Discrete dynam-
ical systems, equilibrium and long term behavior, Linear Models,
Growth models, Decay models, Drug Delivery Problem, Linear Prey-
Predator models, Volterras principle, Lanchester combat model.


Unit 3: 10L
Introduction to Continuous Models, Drug Distribution in the Body,
Epidemic Models (SI, SIR, SIRS, SIS, SEIR), Steady State solutions,
Linearization and Local Stability Analysis, logistic, prey- predator
model, Competition models.
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Unit 4: 10L
Spline, Random numbers, Generating discrete and continuous ran-
dom variables, Multiple Regression, Variance reduction techniques,
Statistical validation techniques, Markov chain, Monte Carlo meth-
ods and applications.


Text Books:


1. Albright, B., Mathematical Modeling with Excel, Jones and
Bartlett Publishers, 2010.


2. Kapur, J. N., Mathematical Modeling, New Age International,
2005.


Reference Books:


1. Marotto, F. R., Introduction to Mathematical Modeling using
Discrete Dynamical Systems, Thomson Brooks/Cole, 2006.


2. Kai Velten, Mathematical modelling and simulation: introduc-
tion for scientist and engineers, Willy, 2008.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Use ordinary differential equations for mathematical modelling


CO2 Use difference equations and discrete dynamical systems


CO3 Use the Monte Carlo methods and its applications
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Course Code


MAPE***
Fluid Dynamics


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To enable the student to understand physics involve in fluid flow
problems and apply laws of conservation to construct mathemat-
ical model.


2. To find mathematical solution of some viscous and inviscid flow
problems.


Unit 1: 10L
Classification of fluids, Continuum model, Eulerian and Lagrangian
approach of description, Differentiation following the fluid motion,
Irrotational flow, Vorticity vector, Equipotential surfaces, Stream-
lines, pathlines and streak lines of particles, Stream tube and stream
surface, Mass flux density, Conservation of mass leading to equation
of continuity (Eulers form), Boundary surface, Conservation of mo-
mentum and its mathematical formulation (Eulers form), Integration
of Eulers equation under different conditions, Bernoullis equation,
steady motion under conservative body forces.


Unit 2: 10L
Theory of irrotational motion, Kelvins minimum energy and circu-
lation theorems, Potential theorems, Two-dimensional flows of ir-
rotational, incompressible fluids, Complex potential, Sources, sinks,
doublets and vortices, Milne Thomson circle theorem, Images with
respect to a plane and circles, Blasius theorem.


Unit 3: 10L
Three-dimensional flows, Sources, sinks, doublets, Axi-symmetric
flow and Stokes stream function, Butler sphere theorem, Kelvins
inversion theorem, Weisss sphere theorem, Images with respect to a
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plane and sphere, Axi-symmetric flows and stream function, Motion
of cylinders and spheres.


Unit 4: 10L
Viscous flow, stress and strain analysis, Stokes hypothesis, Navier
- Stokes equations of motion, Some exactly solvable problems in
viscous flows, Steady flow between parallel plates, Poiseuille flow,
Steady flow between concentric rotating cylinders.


Text Books:


1. F. Chorlton, Text Book of Fluid Dynamics, CBS Publisher,
2005.


2. R.W. Fox, P.J. Pritchard and A.T. McDonald, Introduction to
Fluid Mechanics, Seventh Edition, John Wiley & Sons, 2009.


Reference Books:


1. P.K. Kundu, I.M. Cohen, D.R. Dowling, Fluid Mechanics, Sixth
Edition, Academic Press, 2016.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand the concept of fluid and their classification, models and approaches
to study the fluid flow


CO2 Formulate mass and momentum conservation principle and obtain solution for
nonviscous flow


CO3 Know potential theorems, minimum energy theorem and circulation theorem


CO4 Understand three dimensional motions, Weisss and Butlers sphere theorems and
Kelvins inversion theorem


CO5 Understand the concept of stress and strain in viscous flow and to derive Naviers
Stokes equation of motion and solve some exactly solvable problems
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Course Code


MAPE***
Computational Fluid Dynamics


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To introduce the students some real world applications of com-
putational fluid dynamics.


2. To know the basic conservation principles of mass, momentum,
energy, discretization of governing equations and thereby com-
puting the numerical solutions using of the flow variables using
finite difference and finite volume methods.


Unit 1: 10L
Basics of discretization using finite differences, Single and multi step
schemes for parabolic and hyperbolic PDEs, Finite difference schemes
for convection-diffusion equation, Accuracy, Consistency, Stability
and Convergence of a finite difference scheme, Courant Friedrich
Lewy condition, Von Neumann and matrix stability analysis of fi-
nite difference schemes, Methods for solving discretized equations.


Unit 2: 10L
Mathematical description of physical phenomenas, Finite volume
method for diffusion and convection-diffusion equations, Discretiza-
tion of one and two-dimensional steady state diffusion and convection-
diffusion equations, Central difference, upwind, exponential, hybrid,
power-law and QUICK schemes and their properties.


Unit 3: 10L
Flow field calculation, pressure-velocity coupling, vorticity-stream
function approach, primitive variables, staggered grid, pressure and
velocity corrections, pressure correction equation, SIMPLE, SIM-
PLER and PISO algorithms.
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Unit 4: 10L
Finite volume methods for unsteady flows, Discretization of one-
dimensional transient heat conduction, explicit, fully implicit and
Crank - Nicolson schemes, Implementation of boundary conditions.


Text Books:


1. R.H. Pletcher, J.C. Tannehill and D.A. Anderson, Computa-
tional Fluid Mechanics and Heat Transfer, CRC Press, Taylor
and Francis, 2013.


2. J.D. Anderson, Computational Fluid Dynamics, McGraw-Hill,
1995.


3. S.V. Patankar, Numerical Heat Transfer and Fluid Flow, CRC
Press, Taylor and Francis, Indian Edition, 2017.


Reference Books:


1. J.C. Strikwerda, Finite Difference Schemes and Partial Differen-
tial Equations, Second Edition, SIAM, 2004.


2. J.W. Thomas, Numerical Partial Differential Equations: Finite
Difference Methods, Springer, 2013.


3. H.K. Versteeg, and W. Malalasekera, An Introduction to Com-
putational Fluid Dynamics: The Finite Volume Method, Second
Edition, Pearson, 2008.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Know the basic conservation principles of mass, momentum and energy and their
governing equations


CO2 Understand the basic aspects of discretization and numerical solutions using
both finite difference and finite volume methods


CO3 Know some popular algorithms like SIMPLE and SIMPLER used to obtain
the solutions of steady and unsteady flow problems by finite volume methods
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Course Code


MAPE***
Finite Element Theory and Algorithm


L - T - P - C


3 - 0 - 0 - 3


Pre-Requisites: MAPC 303
Course Objective:


1. Apply vector mechanics as a tool for problem solving.


2. Understand the need in Design for the Finite Element Method.


3. Tie his/her understanding of mechanical engineering design con-
cepts to use the Finite Element Method software correctly and
efficiently.


Unit 1: 10L
Calculus of Variations: Introduction, Eulers Equation, Euler La-
grange Equations, Ostrogradsky equation.


Unit 2: 10L
Variational Formulation: Variational Formulation for a boundary
value problem with homogeneous and non-homogeneous boundary
conditions, Rayleigh- Ritz minimization, Weighted residuals - Col-
location, Least squares method, Galerkin, Petrov-Galerkin methods
for boundary value problems.


Unit 3: 10L
One Dimensional Problem: Solution of one-dimensional bound-
ary value problems by linear, quadratic and cubic shape functions.


Unit 4: 10L
Two Dimensional Problems: Solution of two-dimensional bound-
ary value problems by linear, quadratic and cubic rectangular, serendip-
ity and triangular shape functions. Time Dependent Problems:
One-dimensional heat and wave equations.
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Text Books:


1. J. N. Reddy, An introduction to the Finite Element Method,
McGraw Hill, 4th Edition, 2020


2. I. J. Chung, Finite Element Analysis in Fluid Dynamics, McGraw-
Hill International Book Company, Digitized Version, 2007.


Reference Books:


1. O. C. Zienkiewiez and K. Morgan, Finite Elements and Approx-
imation, John Wiley, 1983.


2. P. E. Lewis and J. P. Ward, The Finite Element Method Prin-
ciples and Applications, Addison Wesley, 1991.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Determine an extremum by calculus of variations approach


CO2 Formulate a variational problem for a boundary value problem


CO3 Find the solution of one-dimensional problems


CO4 Find the solution of two-dimensional problems by rectangular elements


CO5 Find the solution of two-dimensional problems by triangular elements
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Course Code


MAPE***
Finite Volume Method


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. Explain heuristically how FVM works for fluid flow simulation.


2. Apply the basic Understand course policies and resources.


3. Fluent workflow to solve problems.


Unit 1: 10L
Convection - Diffusion Problems and Discretisation: Steady
1D, 2D and 3D convection and diffusion problems - Discretisation
schemes, Central differencing scheme, Upwind differencing scheme,
Hybrid differencing scheme, Power-law scheme, Properties of dis-
cretisation schemes, Conservativeness - Boundedness Transportive-
ness.


Unit 2: 10L
Higher - Order Differencing Schemes: Quadratic Upwind
Differencing Scheme: the QUICK scheme, Stability problems of
the QUICK scheme and remedies, Generalisation of upwind- biased
discretisation schemes, Total variation and TVD schemes, Criteria
for TVD schemes, Flux limiter functions, Implementation and Eval-
uation of TVD schemes.


Unit 3: 10L
Solution Algorithms for Pressure - Velocity Coupling: The
staggered grid - SIMPLER algorithm.
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Unit 4: 10L
Solution of Discretised Equations: Application of the TDMA
to 2D and 3D problems, Point- iterative methods, Jacobi iteration
method, Gauss-Seidel iteration method, Relaxation methods, Multi-
grid techniques, Multigrid cycles, Grid generation for the multigrid
method.


Text Books:


1. H. Versteeg and W. Malalasekera, An introduction to CFD: The
Finite Volume Method. Pearson, Second Edition, 2007.


2. S.V. Patankar, Numerical Heat Transfer and Fluid Flow, CRC
Press, 2009.


Reference Books:


1. D.M. Causon, C.G. Mingham, & L. Own, Introductory Finite
Volume Methods for Partial Differential Equations, Springer,
2009.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Discretize steady and unsteady convection-diffusion problem


CO2 Identify the properties of discretisation schemes


CO3 Solve convective problems using upwind, QUICK and hybrid schemes


CO4 Solve the velocity and pressure coupling


CO5 Solve discretised equations using multigrid methods
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Course Code


MAPE***
Algebraic Coding Theory


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To introduction the algebraic coding theory, particularly linear
codes. Bounds on the parameters have been discussed and cyclic
codes have been explored.


2. Some well-known codes such as BCH and Reed Muller codes
have been described.


Unit 1: 10L
Introduction to algebraic coding theory, Linear codes, Hamming
weight, Generator matrix, Parity check matrix, Equivalence of linear
codes, Bounds on codes, Hamming codes, MDS codes, Propagation
rules, Lengthening of code, Subcodes, Puncturing of code, Direct
sum construction, Reed - Muller codes, Subfield codes.


Unit 2: 10L
Cyclic codes, Cyclic codes as ideals, Generator polynomial of cyclic
codes, Matrix representation of cyclic codes, Burst error correcting
codes, Some special cyclic codes, BCH codes, Reed Solomon codes.


Text Books:


1. S. Ling and C. Xing, Coding Theory: A First Course, Cambridge
University Press, 2004


2. R. Hill, A First Course in Coding Theory, Oxford University
Press, 1986.
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Reference Books:


1. W.C. Huffman and V. Pless, Fundamentals of Error Correcting
Codes, Cambridge University Press, 2010.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Get an insight into matrix representation of a code as well as encoding and
decoding


CO2 Understand Hamming codes, MDS codes and Reed Muller codes


CO3 Learn about cyclic codes and their generator polynomial
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Course Code


MAPE***
Symbolic Computing


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To impart knowledge about symbolic computation.


2. To enable the students to understand the concepts of program-
ming in Mathematica.


3. To give an overview of the concepts of programming in Matlab
introduce students to how symbolic computation is done and
broaden their knowledge of algorithmic techniques used to effi-
ciently solve problems in many different algebraic and geometric
settings, their limitations, and to gain a deeper understanding
about symbolic algorithms and how to analyze them.


Unit 1: 10L
Introduction to Mathematica: Difference between Numeric com-
puting and Symbolic computing, Parts of Mathematica, Basics of
programming in Mathematica, Built-in functions and constants, Nu-
meric calculation using Mathematica, Symbolic computing with Math-
ematica.


Unit 2: 10L
Built-in function for Matrices and Linear Algebra: Solving
equations, Calculus with Mathematica, Solving ordinary Differential
equations with Mathematica. Graphics and built-in graphics func-
tions, User defined functions, Conditionals and looping in Mathe-
matica. Modules, Simple programs using Mathematica.


Unit 3: 10L
Introduction to MATLAB, Advantages and disadvantages of MAT-
LAB, MATLAB environment, MATLAB basics, Programming in
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MATLAB, Built-in functions.


Unit 4: 10L
Application to Linear Algebra: curve fitting and interpolation,
numerical integration and solving Ordinary differential equations.
Branching statements, loops and program design. User defined func-
tions, Input and output functions, introduction to plotting, handling
Graphics.


Text Books:


1. Paul R.Wellin, Mathematica, Wolfram Research Inc., 2005.


2. Cleve Moler, Numerical Computing with MATLAB, SIAM, 2004.


Reference Books:


1. E. G. RAJAN, Symbolic Computing: Signal and Image Process-
ing.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Introduce the fundamental concepts of symbolic computing


CO2 Provide a foundation to use basic building blocks of Mathematica and Matlab


CO3 Learn to write Mathematica and Matlab Scripts.


CO4 Explore various applications of Matlab in Mathematics


CO5 Provide the basic knowledge to use Matlab for programming.
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Course Code


MAPE***
Cryptography


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. This course aims at familiarising the students to understand
fundamentals of cryptography.


2. To impart knowledge about the concept of Classical ciphers and
their cryptanalysis.


3. To be able to understand the concept of Linear feedback shift
registers.


Unit 1: 10L
Introduction: Review on basic group theory and basic number the-
ory, Historical ciphers and their cryptanalysis, Principles of modern
cryptography, perfect secrecy and one-time pad.


Unit 2: 10L
Private - key Cryptography: Stream ciphers, Block ciphers -
SPN, Feistel design, DES, AES. Introduction to differential and lin-
ear cryptanalysis.


Unit 3: 10L
Public - key Cryptography: RSA Cryptosystem, Primality test-
ing, Algorithms for factoring, Diffie-Hellman key-exchange protocol,
Discrete-Logarithm Problem (DLP), ElGamal Cryptosystem, Algo-
rithms for DLP.


Unit 4: 10L
Elliptic Curves: Basic facts, elliptic-curve cryptosystem. Discus-
sion on Hash functions, Digital signatures and other cryptography
topics.
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Text Books:


1. J.A. Buchmann, Introduction to Cryptography, Second Edition,
Springer 2003.


2. D.R. Stinson, Cryptography - Theory and Practice, CRC Press,
Taylor & Francis, 2005.


Reference Books:


1. W. Trappe and L.C. Washington, Introduction to Cryptography:
With Coding Theory, Pearson, 2006.


Course Outcomes:
At the end of the course, the student will be able to:


CO1
Have been introduced to the concept of
secure communication and fundamentals of cryptography


CO2 Know classical ciphers such as Vigenere Cipher and Hill Cipher


CO3 Have insight into DES and AES


CO4 Be familiar with secure random bit generator and linear feedback shift register
sequences


CO5 Know of RSA, attacks on RSA, Diffie - Hellman key exchange and ElGamal, public
key cryptosystem
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Course Code


MAPE***
Applied Measure Theory


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. The main objective is to familiarize with the Lebesgue outer
measure, Measurable sets, Measurable functions, Integration,
Convergence of sequences of functions and their integrals, Func-
tions of bounded variation, Lp-spaces.


Unit 1: 10L
Lebesgue outer measure, Measurable sets, Regularity, Measurable
functions, Borel and Lebesgue measurability, Non-measurable sets.


Unit 2: 10L
Integration of nonnegative functions, General integral, Integration of
series, Riemann and Lebesgue integrals.


Unit 3: 10L
Functions of bounded variation, Lebesgue differentiation theorem,
Differentiation and integration, Absolute continuity of functions, Mea-
sures and outer measures, Measure spaces, Integration with respect
to a measure.


Unit 4: 10L
The Lp - paces, Holder and Minkowski inequalities, Completeness of
Lp - spaces, Convergence in measure, Almost uniform convergence,
Egorovs theorem.


Text Books:


1. G. de Barra, Measure Theory and Integration, New Age Inter-
national (P) Ltd., New Delhi, 2014.
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2. M. Capinski and P.E. Kopp, Measure, Integral and Probability,
Springer, 2005.


Reference Books:


1. E. Hewitt and K. Stromberg, Real and Abstract Analysis: A
Modern Treatment of the Theory of Functions of a Real Variable,
Springer, Berlin, 1975.


2. H.L. Royden and P.M. Fitzpatrick, Real Analysis, Fourth Edi-
tion, Pearson, 2015.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Verify whether a given subset of R or a real valued function is measurable


CO2 Demonstrate understanding of the statement and proofs of the fundamental
integral convergence theorems and their applications.


CO3 Know some popular algorithms like SIMPLE and SIMPLER used to obtain the
solutions of steady and unsteady flow problems by finite volume methods


CO4 Extend the concept of outer measure in an abstract space and integration with
respect to a measure


CO5 Know about the concepts of functions of bounded variations and the absolute
continuity of functions with their relations


CO6 Learn and apply Holder and Minkowski inequalities in Lp-spaces and understand
completeness of Lp-spaces and convergence in measures
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Course Code


MAPE***
Fuzzy Mathematics


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To discuss theoretical differences between fuzzy sets and classical
sets.


2. To discuss fuzzy logic inference.


3. To introduce fuzzy arithmetic concepts. To discuss fuzzy infer-
ence applications in the area of control.


Unit 1: 10L
Fuzzy Sets and Uncertainty: Basic concepts of fuzzy sets and
fuzzy logic, Motivation, Fuzzy sets and their representations, Mem-
bership functions and their designing, Operations on fuzzy sets, Con-
vex fuzzy sets, Alpha-level cuts, Geometric interpretation of fuzzy
sets. Fuzzy extension principle and its application.


Unit 2: 10L
Fuzzy Arithmetic: Fuzzy numbers, Fuzzy numbers in the set of
integers, Arithmetic operations on fuzzy numbers.
Fuzzy Relations: Linguistic variables, Linguistic modifiers, Fuzzy
rules, Fuzzy relations, Basic properties of fuzzy relations, Composi-
tion of fuzzy relations.


Unit 3: 10L
Fuzzy Reasoning: Fuzzy mapping rules and fuzzy implication
rules, Fuzzy rule-based models for function approximation.
Possibility Theory: Fuzzy logic, Truth, Propositions of fuzzy logic,
Fuzzy logic and probability theory, Possibility and Necessity, Possi-
bility versus probability, Probability of a fuzzy event, Bayes theorem
for fuzzy events, Probabilistic interpretation of fuzzy sets.
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Unit 4: 10L
Fuzzy Optimization: Decision making in Fuzzy environment, Fuzzy
Multi criteria decision making, Fuzzy Linear programming.


Text Books:


1. H. J. Zimmermann, Fuzzy set theory and its applications, Springer
Science & Business Media, Fourth Edition, 2011.


2. K. H. Lee, First course on fuzzy theory and applications, Springer
Science & Business Media, First Edition, 2005.


Reference Books:


1. W. Pedrycz & F. Gomide, Fuzzy Systems Engineering: Toward
Human-Centric Computing, Wiley IEEE, First Edition, 2007.


2. T. J. Ross, Fuzzy logic with engineering applications, John Wi-
ley & Sons, Fourth Edition, 2016.


3. G. J. Klir & B. Yuan, Fuzzy Sets and Fuzzy Logic: Theory and
Applications, Prentice-Hall of India Pvt. Limited, First Edition
(Reprint), 2008.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand the relation between imprecise data and fuzzy sets


CO2 Deal with arithmetic operations of fuzzy numbers


CO3 Understand fuzzy rule-based implications and approximate reasoning


CO4 Distinguish between the possibility and probability


CO5 Apply fuzzy tools to solve optimization problems
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Course Code


MAPE***
Financial Mathematics


L - T - P - C


3 - 0 - 0 - 3


Pre-Requisites: MAPC 204
Course Objective:


1. To determine and select the most appropriate standard mathe-
matical, statistical and computing methods appropriate for spec-
ifying mathematical problems in banks and other financial insti-
tutions through a critical understanding of the relative advan-
tages of these methods.


2. To develop extensions to these methods appropriate for the so-
lution of non-standard problems.


3. To undertake a piece of directed research in mathematical fi-
nance.


Unit 1: 10L
Basics of Financial Markets: Introduction and main theme of
mathematical finance, financial markets and terminology, time value
of money, interest rate, discount rate, bonds and bonds pricing, yield
curves, duration and convexity, term structure of interest rates, spot
and forward rates, net present value, net future value, financial in-
struments, underlying and derivative securities, types of derivatives,
options, forwards, futures, swaps, concept of arbitrage.


Unit 2: 10L
Portfolio Modeling and Analysis: Portfolios, returns and risk,
risk-reward analysis, asset pricing models, mean variance portfolio
optimization, Markowitz model and efficient frontier calculation al-
gorithm, Capital Asset Pricing Models (CAPM).
Probability Essentials: Probability spaces, filtrations as informa-
tion content, random variables, conditional expectations, Definition
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and classification of random processes, martingales.


Unit 3: 10L
Discrete - Time Finance: Pricing by arbitrage, risk-neutral prob-
ability measures, valuation of contingent claims, and fundamental
theorem of asset pricing, Cox-Ross-Rubinstein (CRR) model, pric-
ing and hedging of European and American derivatives as well as
fixed-income derivatives in CRR model, general results related to
prices of derivatives.


Unit 4: 10L
Continuous - Time Finance: Black-Scholes-Merton model of stock
prices as geometric Brownian motion, derivation of the Black-Scholes-
Merton partial differential equation, the Black- Scholes formula and
simple extensions of the model, self-financing strategies and model
completeness, risk neutral measures, the fundamental theorems of
asset pricing, continuous time optimal stopping and pricing of Amer-
ican options, forwards and futures in Black-Scholes- Merton model,
Brownian motion, martingales.


Text Books:


1. M. Capinski and T. Zastawniak, Mathematics for Finance: An
Introduction to Financial Engineering, Springer.


2. J. C. Hull, Options, Futures and Other Derivatives, Pearson
Education.


3. S. Shreve, Stochastic Calculus for Finance, Springer.


Reference Books:


1. G. R. Grimmett and D. R. Stirzaker, Probability and Random
Processes, Oxford University Press.


2. M. Capinski and P.E. Kopp, Measure, Integral and Probability,
Springer.
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3. R. J. Elliott and P. E. Kopp, Mathematics of Financial Markets,
Springer.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Know the main features of models commonly applied in financial firms, be able to
express these mathematically and be able to appraise their utility and effectiveness


CO2 Explain and critically appraise the rationale for the selection of mathematical tools
used in the analysis of common financial problems


CO3 Demonstrate an ability to select and apply numerical methods appropriate for the
solution of financial problems


Scheme and Syllabi 76 w.e.f. 2023 - 24







Course Code


MAPE***
Approximation Theory


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To knows the object of approximation theory and basic types of
problems posed by it.


2. To knows existence and uniqueness theorems for the best ap-
proximations in various Banach spaces.


3. To knows examples of linearly dense sets in various Banach
spaces.


Unit 1: 10L
Linear Chebyshev Approximation: Approximation in normed
linear spaces Existence, uniqueness approximation of vector-valued
functions, Haar subspaces, approximation of real valued functions on
an interval.


Unit 2: 10L
Chebyshev Polynomials: Properties-extremal properties of Cheby-
shev polynomials-Strong Uniqueness and continuity of metric projec-
tion, discretization, discrete best Approximation.


Unit 3: 10L
Interpolation: Introduction - algebraic formulation of finite inter-
polation, Lagrange form, Extended Haar subspaces and Hermite in-
terpolation, Hermite-Fejer interpolation.


Unit 4: 10L
Best Approximation in Normed Linear Spaces: Introduction -
approximative properties of sets-characterization and duality. Pro-
jection: Continuity of metric projections, convexity, solarity and
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Chebyshevity of set’s, best Simultaneous approximation.


Text Books:


1. Hrushikesh N. Mhaskar and Devidas V. Pai, Fundamentals of
Approximation Theory, Narosa Publishing House, 2000.


Reference Books:


1. Ward Cheney and Will Light, A Course in Approximation The-
ory, American Mathematical Society, 2000.


2. E. W. Cheney, Introduction to Approximation Theory, AMS
Chelsea Publication, 1966.


3. Ivan Singer, Best Approximation in Normed Linear Spaces by
Elements of Linear Subspaces, Springer-Verlag, 1970.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand approximation in normed linear spaces


CO2 Use the properties of Chebyshev polynomials in approximation problems


CO3 Find Generalized approximations


CO4 Approximate function by special functions


CO5 Apply the results in determining the best approximation
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Course Code


MAPE***
Differential Geometry


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To understand the notion of level sets, surfaces as solutions of
equations, geometry of orientable surfaces, vector fields, Gauss
map, geodesics, Weingarten maps, line integrals, parametriza-
tion of surfaces, areas, volumes and Gauss-Bonnet theorem.


Unit 1: 10L
Graph and level sets, vector fields, tangent spaces.


Unit 2: 10L
Surfaces, orientation, the Gauss map, geodesics, parallel transport.


Unit 3: 10L
Weingarten map, curvature of plane curves, arc length and line in-
tegrals, curvature of surfaces.


Unit 4: 10L
Parametrized surfaces, surface area and volume, surface with bound-
ary, the GaussBonnet theorem.


Text Books:


1. W. Khnel, Differential Geometry, Curves-Surfaces-Manifolds, Third
Edition, American Mathematical Society, 2013.


2. A. Mishchenko and A. Formentko, A Course of Differential Ge-
ometry and Topology, Mir Publishers Moscow, 1988.
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Reference Books:


1. Pressley, Elementary Differential Geometry, Springer, India, 2004.


2. J.A. Thorpe, Elementary Topics in Differential Geometry, Springer,
India, 2004.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand the concepts of graphs, level sets as solutions of smooth real valued
functions vector fields and tangent space


CO2 Comfortably familiar with orientation, Gauss map, geodesic and parallel transport
on oriented surfaces


CO3 Learn about linear self-adjoint Weingarten map and curvature of a plane curve
with applications in geometry and physics


CO4 Know line integrals, be able to deal with differential forms and calculate arc length
and curvature of surfaces


CO5 Deal with parametrization and be familiar with well-known surfaces as equations
in multiple variables, able to find area and volumes


CO6 sStudy surfaces with boundary and be able to solve various problems and the
Gauss-Bonnet theorem
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Course Code


MAPE***
Abstract Algebra


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. Students will be able to understand the computations involving
divisibility of integers.


2. To be able to identify ring-theoretic and group-theoretic prop-
erties and identify these properties in familiar rings and groups.


Unit 1: 10L
Groups: Introduction, Semi-groups, Groups, Subgroup, Generators
and Evaluation of Powers, Cosets and Lagranges Theorem, Permu-
tation Groups, Normal Subgroups, Quotient groups.


Unit 2: 10L
Group Homomorphisms: Automorphisms, Isomorphisms, Fun-
damental theorems of group homomorphisms, Cayleys The- orem,
Group actions, Burnsides Theorem, Sylows Theorems 1st, 2nd, 3rd
and their applications.


Unit 3: 10L
Rings: Basic concepts in rings, ideals, homomorphism of rings, quo-
tients with several examples.


Unit 4: 10L
Integral Domain: Euclidean domains, principal ideal rings/domains,
factorization domains and unique factorization domains. Eisensteins
irreducibility criterion and Gausss lemma.


Text Books:


1. Dummit and Foote, Abstract Algebra, 3rd ed. Wiley, New York,
2003.
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2. I.N. Herstein, Topics in Algebra, 3rd ed. Wiley, New York, 1996.


3. Artin, Michael, Algebra, Prentice Hall, Inc., Englewood Cliffs,
NJ, 1991.


4. Musili, C., Introduction to Rings and Modules, Narosa, 1992.


Reference Books:


1. P.R. Halmos, Nave Set Theory, Springer, New York, 1991.


2. Jacobson, Nathan, Basic Algebra, Volume 1, second edition,
W.H. Freeman and Company, New York, 1985.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Analyse the structure of Groups


CO2 Learn basic definiation of ring and homomorphrism of rings


CO3 Distinguish the properties among rings structures


CO4
Learn important classes of rings like Euclidean Domains,
Principal Ideal Domains, Unique Factorization Domains
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Course Code


MAPE ***
Optimization Technique


L - T - P - C


3 - 0 - 0 - 3


Course Objective:


1. To introduce the fundamental concepts of Optimization Tech-
niques that make the learners aware of the importance of opti-
mizations in real scenarios and provide the concepts of various
classical and modern methods for constrained and unconstrained
problems in both single and multivariable.


Unit 1: 10L
Convex Optimization and Quadratic Programming: Convex
functions and their properties, convex optimization problems, con-
vex programming problems, Quadratic programming problems, wolf
method for quadratic programming.


Unit 2: 10L
Some Generalized Convex Functions and Fractional Pro-
gramming: Quasiconvex and Quasiconcave functions, Pseudocon-
vex and Pseudoconcave functions, Linear fractional programming
problems.


Unit 3: 10L
Optimality Conditions and Duality in Nonlinear Program-
ming: Introduction, feasible directions and linearizing cone, Basic
constraint qualification, lagrangian and lagrange multipliers, karush
kuhn tucker necessary/sufficient optimality conditions, duality in
nonlinear programming, wolf dual, mixed dual and Lagrange dual.


Unit 4: 10L
Algorithm in Nonlinear Programming: Franck and wolfs method,
Gradient projection method, Penalty function method, barrier func-
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tion method, multistage decision problems.


Text Books:


1. C.R.Bector, S.Chandra, J. Dutta, Principles of Optimization
Theory, Narosa Publications, 2016.


2. M.S. Bazaraa, H.D.Sherali, & C.M. Shetty, Nonlinear Program-
ming Theory & Algorithms, John Willey & Sons, 2006.


Reference Books:


1. Suresh Chandra, Jayadeva, Aparna Mehra, Numerical optimiza-
tion with applications, Narosa Publications, 2009.


2. Singiresu S. Rao, Engineering Optimization: Theory and Prac-
tice, John Wiley &Sons, 2009.


3. N.S. Kambo, Mathematical Programming Techniques, East-West
Press Pvt. Ltd. 2008.


Course Outcomes:
At the end of the course, the student will be able to:


CO1 Understand optimization models and apply them to real life problems


CO2 Find solution to linear optimization problems


CO3 Determine solution to non-linear optimization problems


CO4 Understand the multistage problems and derive solutions


CO5 Apply search techniques to unconstrained optimization problems
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DEPARTMENT OF ELECTRONICS AND COMMUNICATION ENGINEERING 


NATIONAL INSTITUTE OF TECHNOLOGY KURUKSHETRA 


 B.Tech.  in Industrial Internet of Things (IIOT) Programme Scheme 


For Academic Year 2023-24 onwards 


The Course Structure for B. Tech. Programme shall have the following categories of courses:  


 


Sr. No. Category 


1 Institute Core (IC) 


2 Non-Conventional Institute Core (NC) 


3 Program Core (PC) 


4 Program Elective (PE) 


5 Open Elective (OE) 


 


Course category explanation 


 


Course category Explanation 


IC Basic Sciences 


Engineering Arts and Sciences 


Humanities and Social Sciences 


PC Courses specific to the relevant discipline 


PE Elective Courses specific to the relevant discipline 


OE Elective Courses from any domain 


NC Courses only qualifying in nature 


Course category summery sheet:  


Course 


Category 


SEMESTER Total 


Courses I II III IV V VI VII VIII 


IC 06 05 01 01 - - 01 01 15 


PC 00 01 05 05 02 03 01 01 20 


PE - - - - 2 2 2 2 08 


OE - - - - 1 1 1 1 04 


NC 1 1 - - - - - - 02 


Total 


Credits 


20 20 21 21 20 21 18 20     49 


161 
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SEMESTER —I  


 


*Continuous Evaluation Model as per guidelines and the credit to be awarded at the end of 6th semester 


based on Cumulative performance up to 6th semester. 


# Minimum number of students required to register for the subject to be offered is 50 and maximum number is 


80 in one lecture group, limited to only 2 lecture groups for any subject. 


@ In lieu of tutorial, wherever necessary, assignments and interactions with the students may be conducted at 


their own convenience by the faculty concerned. 


 


 


 


 


 


 


 


Course 


Category 


 


 


S.No 


 


 


 


Course Title 


CourseCod


e 


Lecture(L)/ 


Tutorial(T)/ 


Practical(P) 


per week 


 


Cre


dits 


L 
T
@ 


P 


IC 


 


1 


Communication Skills in English 


(OR) 


Financial Education 


HSIC 101 2 0 2 


3 
HSIC 103 3 0 0 


2 Differential Calculus and Differential 


Equations 
MAIC 101 3 0 0 3 


3 Engineering Physics PHIC 101 2 0 2 3 


4 Engineering Practice MEIC 102 1 0 3 2 


5 Problems Solving and Programming using C CSIC 103 3 0 2 4 


6 Energy and Environment Science CHIC 101 2 0 2 3 


NC 


 


 


 


7 


Human Values and Social Responsibility HSNC 101 


2 0 0 2 


Sanskrit Language Skills HSNC 102 


Hindi Language Skills HSNC 103 


Telugu Language Skills HSNC 104 


Constitution of India HSNC 105 


Vedic Mathematics MANC 101 


8 NCC/ Sports /Yoga SWNC 101 0 0 4 
2* 


9 NSS/Club/Technical Societies SWNC 102 0 0 4 


 Total Credits 20 
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SEMESTER —II  


 


^Treated as a practical course (not integrated), evaluation will be as per practical course. 


*Continuous Evaluation Model as per guidelines and the credit to be awarded at the end of 6th semester 


based on Cumulative performance up to 6th semester. 


# Minimum number of students required to register for the subject to be offered is 50 and maximum number is 


80 in one lecture group, limited to only 2 lecture groups for any subject. 


@ In lieu of tutorial, wherever necessary, assignments and interactions with the students may be conducted at 


their own convenience by the faculty concerned. 


 


 


 


 


 


 


 


Course 


Category 


 


 


S.No 


 


 


Course Title Course 


Code 


Lecture(L)/ 


Tutorial(T)/ 


Practical(P) 


per week 


 


Cre


dits 


L 
T
@ 


P 


IC 


 


1 


Economics for Engineers 


(OR) 


Business Studies 


HSIC 102 3 0 0 


3 
HSIC 104 3 0 0 


2 Integral Calculus and Difference Equations MAIC-102 3 0 0 3 


3 Advanced Engineering Physics PHIC 105 2 0 2 3 


4 Engineering Graphics (Web Design)^ CSIC 102 1 0 3 2 


5 Programming using Python CSIC 104 3 0 2 4 


NC 


 


 


 


6 


Indian Knowledge Systems HSNC 106 


2 0 0 2 


Teachings of Gita HSNC 107 


French Language Skills HSNC 108 


German Language Skills HSNC 109 


Japanese Language Skills HSNC 110 


Thought Lab and Practices HSNC 111 


7 NCC/ Sports /Yoga SWNC 101 0 0 4 
2* 


8 NSS/Club/Technical Societies SWNC 102 0 0 4 


PC 9 Circuit Theory (Theory & Lab) IIPC 101 3 0 2 4 


 Total Credits 20 
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SEMESTER —III 


 


SEMESTER —IV 


 


*Continuous Evaluation Model as per guidelines and the credit to be awarded at the end of 6th semester 


based on Cumulative performance up to 6th semester. 


Course 


Category 


 


 


S.No 


 


 


Course Title Course 


Code 


Lecture(L)/ 


Tutorial(T)/ 


Practical(P) 


per week 


 


Cre


dits 


L 
T
@ 


P 


IC 1 Applied Linear Algebra MAIC 204 3 0 0 3 


PC 


2 Analog & Digital Electronics IIPC 201 3 0 0 3 


3 Signals, Systems &Random Variables IIPC 202 3 0 0 3 


4 Automation Fundamentals IIPC 203 3 0 0 3 


5 Introduction to IoT  IIPC 204 3 0 0 3 


6 Principles of Communication Engineering IIPC 205 3 0 0 3 


7 Electronics-Lab IIPC 206 0 0 2 1 


8 Signals & Communication Lab using MATLAB  IIPC 207 0 0 2 1 


9 IoT Lab  IIPC 208 0 0 2 1 


NC 
10 NCC/ Sports /Yoga SWNC 101 0 0 4 


2* 
11 NSS/Club/Technical Societies SWNC 102 0 0 4 


 Total Credits 21 


Course 


Category 


 


 


S.No Course Title 


 


 


Course 


Code 


Lecture(L)/ 


Tutorial(T)/ 


Practical(P) 


per week 


 


Cre


dits 


L T@ P 


IC 1 Machine Learning & Data Analytics (INT) CSIC 221 3 0 2 4 


PC 


2 Microprocessors & Computer Architecture IIPC 209 3 0 0 3 


3 Data Structures and Algorithms IIPC 210 3 0 0 3 


4 Industry 4.0 and IIoT IIPC 211 3 0 0 3 


5 Data Communication & Networking IIPC 212 3 0 0 3 


6 Object Oriented Programming with JAVA (INT) IIPC 213 2 0 2 3 


7 Microprocessors Lab IIPC 214 0 0 2 1 


8 Programming for IoT Devices Lab  IIPC 215 0 0 2 1 


NC 
9 NCC/ Sports /Yoga SWNC 101 0 0 4 


2* 
10 NSS/Club/Technical Societies SWNC 102 0 0 4 


 Total Credits 21 


Six-week internship during summer vacation Mandatory and it is to be evaluated in the V semester. 
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VISION AND MISSION OF THE INSTITUTE 


 


VISION  


To be a role-model in technical education and research, responsive to global challenges. 


MISSION 


To impart technical education that develops innovative professionals and entrepreneurs and to undertake 


research that generates cutting-edge technologies and futuristic knowledge, focusing on the socio-economic 


needs. 


 
 


VISION AND MISSION OF THE DEPARTMENT 


VISION  


To address societal needs and global industry challenges in the field of Computer & IT with state-of-art 


education & research. 


MISSION   


M-1:  To create a platform for education, research and development by providing sound theoretical 


knowledge and practical skills in Computer Engineering and Information Technology. 


 


M-2:   To produce motivated professional technocrats capable of generating solutions for industry and 


society. 


 


M-3:  To develop the ability to work ethically at individual and team level and be responsive towards 


socio-economic needs. 


 


VISION AND MISSION OF THE PROGRAM 


VISION  


To disseminate state-of-the-art education to develop competent professionals in Computer Engineering with 


capability to serve the global society. 


MISSION   


To educate and train manpower engaged in cutting-edge research by offering latest in the field of Computer 


Engineering for sustainable development of society. 
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Course Code : CSIC 101 


Course Title : 
Problems Solving and Programming 


Skills-I (for CO, IT & AI &ML) 


Number of Credits & L/T/P Scheme : 4 and 3/0/2 


Prerequisites :  


Course Type : IC 


 


Course Learning Objectives: 


The objective of this course is to provide fundamentals of problem-solving using C language programming. 


 


Course Content: 


Unit 1  Programming Fundamentals & Control Statements: 


Block Diagram of Computer, Hardware vs software, concept of operating system and compiler, Introduction 


to C programming, basic programming using input and output operators and expressions, programming 


using if and if-else, Programming using looping-for, while, do-while; use of switch and break. 


  


Unit 2  Arrays based Programming: 


Defining and processing 1-D and 2-D Arrays for Problem Solving and Strings. 


  


Unit 3  Modular programming using Functions: 


 Structured Programming, Defining and calling a function, modular programming using functions, passing 


arguments and arrays to functions, functions of void and returning values. 


 


Unit 4 Programming using pointers, structures and unions: 


Pointers in C: Pointer declaration, Passing Pointer to functions, pointers vs arrays, dynamic memory 


allocation. Structures and Unions, Programming Using Array of Structures and Unions, Memory 


Requirements for Unions. 


 


Reference Books: 


1.   Byron S. Gottfried, Programming with C Language, Schaum Series, Tata McGraw Hill, 2015. 


2.   E Balaguruswamy, Programming with C, Tata McGraw Hill, 2015. 


3.   Kernighan & Richie, C Programming, Prentice Hall of India, 2002. 


 


Course Outcomes: 


1. Understand the use of software and programming for problem solving. 


2. Learn programming using simple concepts of input, output and control statements. 


3. Use arrays, functions, strings, structures and pointers for problem solving. 
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Course Code : CSIC 102 


Course Title : Digital System Design 


Number of Credits & L/T/P Scheme : 3 and 3/0/0 


Prerequisites :  


Course Type : IC 


Course Learning Objectives: 


1. Awareness of intricate design details of components in any digital system. 


2. Knowledge of number system and conceptual understanding of different codes. 


3. Design fundamentals of computing machinery. 


4. Introduction of computational automation process. 


Course Content: 


Unit 1 Number Systems and Coding Schemes: 


Number Systems and Codes Introduction to the positional number system, signed magnitude 


numbers, floating point numbers, binary arithmetic: addition, subtraction, multiplication and division, 


Base conversion, conversion formulas with examples, one’s and two’s compliment arithmetic, 


Computer codes 


– BCD codes, gray codes, excess-3 codes, parity checks, Hamming and alphanumeric codes. 


 Unit 2 Combinational Logic: 


Design Introduction, standard representations for logical functions, Karnaugh map representation, 


simplification of logical functions using K-map, minimization of logical functions specified in 


minterms/maxterms or Truth Table, minimization of logical functions not specified in 


minterms/maxterms, Don’t care conditions, design examples, Ex-or and Ex-nor simplification of 


Kmaps, five and six-variable K-maps, QM method, MEV method, Introduction of multiplexers and 


their use in combinational logic design, demultiplexers/decoders and their use in combinational logic 


design, adders and their use as subtractors, digital comparators, parity generators/checkers, code 


converters, priority encoders. 


Unit 3 Synchronous Sequential Circuits: 


Introduction, FSM model, memory elements and their excitation functions. Synthesis of synchronous 


sequential circuits, capabilities and limitation of FSM, state equivalence and minimization, 


simplification of incompletely specified machines, registers and counters, RAM design, ROM design 


and programmable logic array. 


Unit 4 Asynchronous Sequential Circuits: 


Fundamental mode and Pulse mode Circuits Analysis and Design. 


Books: 


1. M. Morris Mano and Michael D. Ciletti: Digital Logic Design, Sixth Edition, Pearson Education. 


2. R.P. Jain: Modern Digital Electronics, Fifth Edition, TMH. 


3. Z Kohavi and Niraj. K. Jha: Switching And Finite Automata Theory, Third Edition, Cambridge 


University Press. 


4. Kumar A. Anand: Fundamentals of Digital Circuits, Fourth Edition, PHI. 


5. James Bignell and Robert Donovan: Digital Electronics, Fifth Edition, Cengage Learning. 


 


Course Outcomes: 


1. Clarity of application of different number system and coding schemes. 


2. Proficiency in design and analysis of combinational and sequential circuits. 


3. Circuit level understanding of computer addressing and memory layouts. 


4. Application of digital circuits for design of finite automaton. 
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Course Code : CSIC 104 


Course Title : Engineering Graphics (Web Design) 


Number of Credits & L/T/P Scheme : 2 and 1/0/3 


Prerequisites :  


Course Type : IC 


 


Course Learning Objectives: 


1. Introduction and brief history of World Wide Web (WWW). 


2. Web essentials: HTML, XHTML, CSS. 


3. Addressing web standards, client requirements and principles of web page design. 


4. Introduction of Web architecture. 


 


Course Content: 


Unit 1 Introduction: Introduction to world wide web, Web Browsers, Web Servers, Hypertext Transfer 


Protocol, URLs, Domain Names, Internet Service Provider, Basic steps for Developing Website, Choosing 


the Contents, Planning and Designing Web Site, Creating a Website, Web Publishing, Hosting Site, Types 


of hosting packages, Five Golden rules of web designing. 


 


Unit 2  Web essentials and standards: Clients, servers, introduction to Markup languages, scripting 


languages, Introduction to elements of HTML, XHTML and CSS, Introduction to Document object model 


(DOM), working with text, list, tables, frames, hyperlinks, Images, forms and controls. CSS properties, Id 


and Class, Box Model. 


 


Unit 3 Javascript: Javascript as programming language, Data types, Values, Variables, Expressions and 


Operators. JavaScript Statements, loops, arrays, strings, methods, Defining and Invoking functions and their 


closure, random functions and maths library, representing dates, Pattern Matching and Regular Expressions, 


difference between server side and client side javascript, embedding javascript in HTML, hiding HTML 


elements, showing hidden HTML elements. DOM and event handling, error handling, mouse, text, and 


keyboard events and cookies. 


 


Unit 4  XML: XML: Introduction – benefits of XML, well formed XML documents, XML syntax, XML 


declaration ,XML schema , XML with CSS, Document Type Definition (DTD),creating DTD –


Types(internal DTD, external DTD),XSL. 


Reference Books: 


1. Thomas A Powell, HTML: The Complete Reference, Tata McGraw Hill Publications. 


2. Scott Guelich, Shishir Gundavaram, Gunther Birzniek; CGI Programming with Perl 2/e, O’Reilly 


3. Doug Tidwell, James Snell, Pavel Kulchenko; Programming Web Services with SOAP, O’ Reilly 


4. Robert. W. Sebesta, "Programming the World Wide Web", Fourth Edition, Pearson Education, 2007. 


5. Yong, XML Step by Step, PHI. 


6. Chris Bales, “Web programming- Building Internet Application”. 


7. Deitel, Deitel, Goldberg, "Internet & World Wide Web How To Program", Third Edition, Pearson 
Education, 2006. 


8. Marty Hall and Larry Brown, “Core Web Programming” Second Edition, Volume I and II, Pearson 


Education, 2001. 


9. Bayross Ivan, “Web Enabled Commercial Applications Development using HTML, Javascript, 


DHTML & PHP”, BPB Publication, 2005. 
 


Course outcomes 


1. Knowledge of basic principles of web site design. 


2. Design proficiency of websites adhering to current web standards (HTML, XML, CSS). 


3. Knowledge of various scripting languages. 
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Course Code : CSIC 106 


Course Title : Programming using Python 


Number of Credits & L/T/P Scheme : 4 and 3/0/2 


Prerequisites :  


Course Type : IC 


 


Course Learning Objectives: 


1. Building robust applications using Python programming. 


2. Building multithreaded, platform-independent and GUI based python applications for business 


problems. 


 


Course Content: 


Unit 1 The concept of data types:  


Variables, Assignments; Immutable Variables; Numerical Types; Arithmetic Operators And Expressions; 


comments in the program; understanding error messages; Conditions, boolean logic, logical operators; 


ranges; Control statements: if-else, loops (for, while); short-circuit (lazy) evaluation; Strings and text files; 


manipulating files and directories, os and sys modules; text files: reading/writing text and numbers from/to a 


file; creating and reading a formatted file (csv or tab-separated); String manipulations: subscript operator, 


indexing, slicing a string. 


 


Unit 2 Lists, tuples, and dictionaries:  


Basic list operators, replacing, inserting, removing an element; searching and sorting lists; dictionary 


literals, adding and removing keys, accessing and replacing values; traversing dictionaries; Design with 


functions: hiding redundancy, complexity; arguments and return values; formal vs actual arguments, named 


arguments. 


 


Unit 3 Simple Graphics and Image Processing:  


“turtle” module; simple 2d drawing - colors, shapes; digital images, image file formats, image processing: 


Simple image manipulations with 'image' module (convert to bw, greyscale, blur, etc). Classes and OOP: 


classes, objects, attributes and methods; defining classes; design with classes, data modeling; persistent 


storage of objects; inheritance, polymorphism, operator overloading (_eq_, _str_, etc); abstract classes; 


exception handling, try block 


 


Unit 4 Graphical user interfaces:  


Event-driven programming paradigm; tkinter module, creating simple GUI; buttons, labels, entry fields, 


dialogs; widget attributes - sizes, fonts, colors layouts, nested frames. 


 


Reference Books: 


1. T.R. Padmanabhan, Programming with Python, Springer, 1st  Ed., 2016. 


2. Kenneth Lambert, Fundamentals of Python: First Programs, Cengage Learning,, 1st  Ed., 2012. 


 


Course outcomes: 


1. Programming ability for solving simple business problems. 


2. Design of robust and multithreaded python applications. 


3. Familiarity of simple GUI interfaces.  
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Course Code : AIPC 100 


Course Title : Data Structures  


Number of Credits & L/T/P Scheme : 4 and 3/0/2 


Prerequisites : Problems Solving and Programming Skills-I 


Course Type : PC 


 


Course Learning Objectives 


1. This course introduces the concept of Data Structures used in various computer science applications 


2. The students are introduced to understand and efficiently apply various data structures such as stacks, 


queues, linked lists, trees and graphs for solving various computing problems using C programming 


language. 


 


Course Content  


Unit 1 Pointers & File Handling: 


Revision of Pointers and Dynamic Memory, Files and related operations. 


Searching techniques: Linear and Binary, Sorting techniques: Selection, Bubble, Insertion, Merge sort, 


Quicksort. 


 


Unit 2 Simple Data Structures 


Arrays based Linear Data Structures: Array storage, sparse arrays; Transpose, addition, and multiplication 


of sparse matrices, Stacks and Queues and their applications, multiple stacks and queues in an array. 


 


Unit 3  Linked Data Structures 


Singly, Doubly & Circular Linked Lists; representation, operations and applications, linked stacks and 


queues.  linked lists based polynomial addition. 


 


Unit 4 Advanced Data Structures 


Trees, Basic concepts and definitions of a tree and binary tree and associated terminology, Binary tree 


traversal techniques, some more operations on binary trees, Heaps and heapsort.  


 


Reference Books: 


1. E Horowitz and S. Sahni: Fundamentals of Data Structures in C, Second Edition, Universities Press, 


Hyderabad. 


2. R.L. Kruse: Data Structures & Program Design in C, PHI. 


3. D.F. Knuth: The art of Computer Programming Vol-1, Narosa Publications, 1985. 


4. Byron S. Gottfried & J K Chhabra: Theory and Problems of Programming with C Language, Schaum’s 


Outlines Series, TMH, 2005. 


 


Course Outcomes  


1. Develop skill to identify and determine the usage of various data structures, operations, associated 


algorithms and implement their applications. 


2. Apply knowledge of pointers, memory allocation and string handling for solving programming 


problems. 


3. Understand the concept of trees and graphs, their implementation and applications. 


4. Able to implement standard algorithms for searching and sorting. 


5. Analyze efficiency of different algorithms using time and space complexity. 
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Course Learning Objectives 


1.  To identify a random variable that describes randomness or an uncertainty in certain realistic situation  


2.  To learn important probability distributions like: in the discrete case, study of the Binomial and the 


Poisson Distributions and in the continuous case the Normal Distributions.  


3.  To check the relationship between two variables and also to predict behaviour of variable changes based 


on other variable.  


4.  To interpret the types of sampling, sampling distribution of means and variance, Estimations of statistical 


parameters.  
 


Course Content: 


Unit 1 Random Variables Single Random Variables -Discrete and Continuous, Probability distribution 


function, Probability mass and density functions, mathematical expectation and variance. Multiple Random 


variables: Discrete and Continuous, Joint probability distribution, Marginal probability density functions, 


conditional probability distribution function and density functions. 


Unit 2 Probability Distributions Bernoulli distribution, Binomial distribution – properties, mean, variance 


and recurrence formula for Binomial distribution, Poisson distribution – Poisson distribution as Limiting 


case of Binomial distribution, properties, mean variance and recurrence formula for Poisson distribution, 


Normal distribution, Exponential distribution – mean, variance, median, mode and characteristics of Normal 


distribution. 


Unit 3 Correlation and Regression Bivariate and multivariate distributions, Joint and marginal 


distributions, Covariance and correlation, Regression- Regression coefficients, Lines of regression.  


Unit 4 Sampling and Testing of Hypothesis for Large Samples Sampling: Definitions - Types of 


sampling - Expected values of sample mean and variance, Standard error - Sampling distribution of means 


and variance. Estimation - Point estimation and Interval estimation. Testing of hypothesis: Null and 


Alternative hypothesis - Type I and Type II errors, Critical region - confidence interval - Level of 


significance, One tailed and Two tailed test. 


 


Text Books: 


1. Steven F.Arnold, Mathematical Statistics, Prentice Hall.   


2. R.V. Hogg, J. W. McKean and A. T. Craig, An Introduction to Mathematical Statistics, Sixth Edition, 


Pearson Education 


 


Reference Books: 


1. V.K. Rohatgi and Md.E. Saleh, An Introduction to Probability and Statistics, Second Edition, Wiley.  


2. E. J. Dudewicz and S. N. Mishra, John, Modern Mathematical Statistics, Wiley & Sons. 
 


Course outcomes 


1. Evaluate randomness in certain realistic situation, which can be either discrete or continuous type and 


compute statistical constants of these random variables.  


2. Higher up thinking skills to make objective, data-driven decisions by using correlation and regression.  


3. Analyze and interpret statistical inference using samples of a given size, which is taken from a 


population. 


Course Code : MAIC*** 


Course Title : Statistical Distribution 


Number of Credits and L/T/P scheme : 3 and 3/0/0 


Prerequisites (Course code)  : Calculus 


Course Category : IC 
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Course Code : MAIC*** 


Course Title : Optimization Techniques 


Number of Credits and L/T/P scheme : 3 and 3/0/0 


Prerequisites (Course code)  : Background in differential calculus and basic maths.  


Course Category : IC 


 


Course Learning Objectives: 


1. Analyze various methods of solving the unconstrained minimization problem.  


2. Understand the concept of multivariable optimization technique.  


3. Analyze the optimality criteria for various optimization techniques. 


4. Understand the concept of single variable optimization problems.  


5. Analyze solution of nonlinear programming problems..  


6. Analyze various optimization methodologies.  


 


Course Content 


Unit 1 Introduction and Basic Concepts : Historical Development; Engineering applications of 


Optimization; Art of Modeling; Objective function; Constraints and Constraint surface; Formulation of 


design problems as mathematical programming problems; Classification of optimization problems; 


Optimization techniques – classical and advanced techniques. 


 


Unit 2 Optimization using Calculus : Stationary points; Functions of single and two variables; Global 


Optimum; Convexity and concavity of functions of one and two variables; Optimization of function of one 


variable and multiple variables; Gradient vectors; Examples; Optimization of function of multiple variables 


subject to equality constraints; Lagrangian function; Optimization of function of multiple variables subject 


to equality constraints; Hessian matrix formulation; Eigen values. 


 


Unit 3 Linear Programming : Standard form of linear programming (LP) problem; Canonical form of LP 


problem; Assumptions in LP Models; Elementary operations; Graphical method for two variable 


optimization problem; Examples; Motivation of simplex method, Simplex algorithm and construction of 


simplex tableau; Simplex criterion; Minimization versus maximization problems. 


 


Unit 4 Dynamic Programming : Sequential optimization; Representation of multistage decision process; 


Types of multistage decision problems; Concept of sub optimization and the principle of optimality; 


Recursive equations – Forward and backward recursions; Computational procedure in dynamic 


programming (DP) ; Discrete versus continuous dynamic programming; Multiple state variables; curse of 


dimensionality in DP  


 


Text Books: 


1. S.S. Rao,"Engineering Optimization: Theory and Practice", New Age International P)Ltd., New Delhi, 


2000.  


2. G. Hadley,"Linear programming", Narosa Publishing House, New Delhi, 1990.  


3.  H.A. Taha,"Operations Research:An Introduction", 5th Edition, Macmillan, New York, 1992.  


4.  K. Deb,"Optimization for Engineering DesignAlgorithms and Examples",Prentice-Hall of India Pvt. 


Ltd., New Delhi, 1995.  


5.  K.Srinivasa Raju and D. Nagesh Kumar, "Multicriterion Analysis in Engineering and 


Management",PHI Learning Pvt. Ltd., New Delhi, India, ISBN 978-81-203-3976-7, pp.288. 
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Reference Books: 


1. D. G. Luenberger and Y. Ye, Linear and Nonlinear Programming, 3rd Ed., Springer India, 2010. 


2. M. S. Bazarra, J.J. Jarvis, and H.D. Sherali, Linear Programming and Network Flows, 4th Ed., 2010. 


(3nd ed. Wiley India 2008). 


3. U. Faigle, W. Kern, and G. Still, Algorithmic Principles of Mathematical Programming, Kluwe, 2002. 


4. D.P. Bertsekas, Nonlinear Programming, 2nd Ed., Athena Scientific, 1999. 


5. M. S. Bazarra, H.D. Sherali, and C. M. Shetty, Nonlinear Programming: Theory and Algorithms, 3rd 


Ed., Wiley, 2006. (2nd Edn., Wiley India, 2004). 


 


Course Outcomes 


At the end of the course student will be able to: 


1.  Comprehend the techniques and applications of Engineering optimization.  


2.  Analyze characteristics of a general linear programming problem  


3. Apply basic concepts of mathematics to formulate an optimization problem 


4.  Analyse various methods of solving the unconstrained minimization problem  


5.  Analyze and appreciate variety of performance measures for various optimization problems 
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Course Code : AIPC 201 


Course Title : 
Knowledge Representation and Problem 


Searching 


Number of Credits and L/T/P 


scheme 
: 4 and 3/0/2 


Prerequisites (Course code)  : 
Some exposure to formal languages, logic and 


programming 


Course Category : PC 


 


Course Learning Objectives 


1. Be able to model simple application domains in a logic-based language; 


2. Understand the notion of a reasoning service; 


3. Master the fundamentals of the reasoning algorithms underlying current systems; 


4. Understand the fundamental trade-off between representation power and computational properties of a 


logic-based representation language; 


5. Be conversant with several widely used knowledge representation languages; and 


6. Understand how the theoretical material covered in the course is currently being applied in practice. 


 


Course Content: 


Unit-1 Problem Solving: Intelligent Agent: Sensors, Actuators, Agent Program; Solving Problems by 


Searching: problem-solving agent, Blind Search Strategies: Breadth-first Search, Depth-first Search 


(completeness, optimality, complexity); Informed Search Strategies: Greedy Best-first Search, A* Search 


(completeness, optimality, complexity) 


Unit-2 Knowledge and Reasoning - Logical Agents: Knowledge Base, Models, and Knowledge-Based 


Agents; Propositional Logic Knowledge Representation Language, Syntax and Semantics; Logical 


Reasoning: Entailment and Inference (soundness, completeness); Propositional Theorem Proving: Validity, 


Satisfiability, Reduction to Absurd; MP Inference Rule, Resolution Inference Rule, Horn Form, CNF 


Unit-3 Knowledge and Reasoning - First-Order Logic: Propositional Logic vs. First-Order Logic: 


objects, relations (unary, n-ary), functions; First-Order Logic: Syntax and Semantics (predicates, variables, 


quantifiers); First-Order Logic Knowledge Representation Language, Model, Interpretation; First-Order 


Logic Knowledge Base 


Unit-4 Uncertain Knowledge and Reasoning - Quantifying Uncertainty: Acting under Uncertainty; 


Probability (model, atomic event, conditional), Random Variables (propositional, discrete, continuous); 


Syntax and Semantics: probability distribution, joint probability distribution; Inference by Enumeration, 


Normalization; Independence, Conditional Independence, and Bayes' Rule 


Unit-5 Learning - Machine Learning: Inductive Learning; Decision Tree Learning; Unsupervised 


Learning; Supervised Learning 


Text Books: 


1. S. Russell and P. Norvig, Artificial Intelligence: A Modern Approach, 3rd edition, Prentice Hall, 2010. 


2. Frank Van Harmelen, Vladimir Lifschitz, and Bruce Porter, eds. Handbook of knowledge representation. 


Elsevier, 2008. Ch1.  
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Reference Books: 


1. Martin Gebser, Roland Kaminski, Benjamin Kaufmann, and Torsten Schaub. Answer set solving in 


practice. Synthesis Lectures on Artificial Intelligence and Machine Learning. 2012. 


2. Grigoris Antoniou and Frank Van Harmelen. A semantic web primer. 3rd ed. 2012. 


3. Pedro Domingos and Daniel Lowd. Markov logic: An interface layer for artificial intelligence. 2009. 


 


Course outcomes 


At the end of the course student will be able to 


1. Discuss the foundations of KRR  


2. Explain different categories of representation and reasoning tasks  


3. Assess the tradeoff between representation and reasoning  


4. Identify which knowledge-based techniques are appropriate for which tasks 


5. Apply KRR systems to challenging real-world problems. 
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Course Code : AIPC 203 


Course Title : Design and Analysis of Algorithms  


Number of Credits and L/T/P 


scheme 


: 4 & 3/0/2 


Prerequisites (Course code) :  


Course Category : PC 


 


Course Learning Objectives: 


1. Able to design, implement and analysis of standard searching and sorting algorithms. 


2. Implement standard divide and conquer, Dynamic programming, Greedy and backtracking algorithms. 


3. Able to implement between different data structures i.e., trees, heaps etc. also, able to pick an appropriate 


data structure for any given design situation. 


4. Able to implement the major graph algorithms and their analysis. 


 


Course Content: 


Unit-1  Introduction 


Concept of Time and space complexity, analysis of algorithms, asymptotic notation, recurrence relations, 


design and analysis of D & C problems like quick sort etc, heap sort, priority queues, sorting in linear time, 


hashing, binary search trees. 


 


Unit-2 Graph Algorithms 


Graph representation & traversal (search), topological sort, strongly connected components, minimum 


spanning trees – Kruskal and Prim’s, Single source shortest paths, relaxation, Dijkstra’s algorithm, Bellman-


Ford algorithm, single source shortest paths for directed acyclic graphs, all-pairs shortest path. 


 


Unit-3 B-Trees and Dynamic programming 


B-Trees: representation and operations; Elements of Dynamic Programming, structure and steps, Matrix-


chain multiplication, longest common subsequence. 


 


Unit-4  Greedy & Backtracking Approaches:  


Greedy algorithms – Elements, activity-selection problem, Huffman codes, task scheduling problem, 


Knapsack Problem, Backtracking – Elements, 8 – Queens, Graph Coloring, Hamiltonian Cycles. 


 


Text Books: 


1. Cormen, Leiserson and Rivest: Introduction to Algorithms, 3/e, PHI. 


2. Horowitz, Sahni, and Rajasekaran: Fundamentals of Computer Algorithms, Second Edition, Universities 


Press, Hyderabad. 


3. Aho, Hopcroft, and Ullman: The Design and Analysis of Computer Algorithms, Addison Wesley. 


 


Course Outcomes  


1. Able to design, implement and analysis of standard searching and sorting algorithms. 


2. Implement standard divide and conquer, Dynamic programming, Greedy and backtracking algorithms. 


3. Able to implement between different data structures i.e., trees, heaps etc. also, able to pick an appropriate 


data structure for any given design situation. 


4. Able to implement the major graph algorithms and their analysis. 
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Course Code : AIPC 205 


Course Title : Database Management Systems 


Number of Credits and L/T/P scheme : 4 and 3/0/2 


Prerequisites (Course code)  : Set Theory 


Course Category : PC 


 


Course Learning Objectives: 


1. To understand data models and database systems. 


2. To understand relational database theory,  


3. To learn database design and its normalization. 


4. To understand concepts of transaction, its processing, and management. 


5. To learn concurrency control techniques. 


6. To develop practical skill in using MySQL DBMS.  


 


Course Content: 


 


Unit-1 (Introduction) 


Data, Database, Database management system, Historical background from file systems to Database Systems, 


Data Models, Relational Data Model, ER model, Schemas and Instances, Database users, DBMS architecture. 


 


Unit-2 (Relational Model and Query Language) 


Theory of Relational Database, Key Integrity constraint, Relational Algebra, Relational Calculus: Domain 


Relational Calculus, Tuple Relational Calculus, SQL, queries writing in SQL. 


 


Unit-3 (Database Design) 


Normalization, Database Anomalies, Functional Dependencies, Candidate and Super Key, Non-loss 


Decomposition, Dependency Preservation, First, Second, Third Normal, BCNF, etc. 


 


Unit-4 (Transaction Processing) 


Transaction concept, a simple transaction model, states, ACID Properties, implementation of ACID properties, 


Serializability.  


 


Unit-5 (Concurrency Control) 


Need for Concurrency, Lock-based protocols, Deadlock, Starvation, deadlock handling, time-stamp based 


protocols, validation-based protocols.  


 


Text Books: 


1. A Silberschatz, H.F. Korth & S. Sudarshan: Data Base System Concepts, Mc Graw Hill, 4th, 5th or 6th 


edition. 


2. Elmasri & Navathe : Fundamentals of Database Systems,  5th, 6th, or 7th edition Pearson.  


 


Course Outcomes 


1. To Design and Implement a small database for applications using MySQL DBMS. 


2. To apply the concepts of normalization to database design. 


 


 


 


 



https://www.goodreads.com/author/show/93469.Ramez_Elmasri

https://www.goodreads.com/author/show/93468.Shamkant_B_Navathe

https://www.goodreads.com/book/show/231245.Fundamentals_of_Database_Systems_Oracle_9i_Programming

https://www.goodreads.com/book/show/231245.Fundamentals_of_Database_Systems_Oracle_9i_Programming

https://www.goodreads.com/book/show/231245.Fundamentals_of_Database_Systems_Oracle_9i_Programming

https://www.goodreads.com/book/show/231245.Fundamentals_of_Database_Systems_Oracle_9i_Programming

https://www.goodreads.com/book/show/231245.Fundamentals_of_Database_Systems_Oracle_9i_Programming

https://www.goodreads.com/book/show/231245.Fundamentals_of_Database_Systems_Oracle_9i_Programming

https://www.goodreads.com/book/show/231245.Fundamentals_of_Database_Systems_Oracle_9i_Programming
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Course Objective: 


l.  To introduce the application of linear algebra and matrices in the different branches of mathematics. 


2. To introduce theoretical aspects of linear algebra required for recent evolving branches like machine 


learning and data analysis. 


3. Extensively introduce students with generalized inverse, QR decomposition and SVI). 


4. Introduces Perron—Frobenius theorem, Quadratic form. Sylvester inertia theorem, Linear functional 


Bilinear mapping. 


 


Course Content: 


 


Unit 1: 


Vector spaces, Bases and dimensions, Sums and direct sums, Quotient spaces. 


 


Unit 2: 


Linear transformations, Kernel and Image of a linear transformation, Rank-nullity theorem, Representation 


of linear transformations by matrices, Change of bases for linear transformations, Bases-change Matrices, 


Orthonormal bases, Gram-Schmidt process.  


 


Unit 3: 


Invariant subspaces, Cayley-Hamilton theorem, Minimal polynomial, Adjoint operators (matrix), Normal, 


unitary, and self-adjoint operators (matrix), Schur's Lemma, Spectral theorem for normal operators (matrix) 


(Unitary diagonalization, and triangulation of a matrix), Direct-sum decomposition, Cyclic subspaces, and 


Annihilators, Rational and Jordan canonical forms, LU and Cholesky decomposition, Householder's 


Reflection, QR and Polar Decomposition. 


 


Unit 4: 


Tridiagonal Matrix, Strum's Sequence, Projection Matrix, Singular value decomposition, Generalized 


inverse of the matrix, Perron—Frobenius theorem, Quadratic form. Sylvester inertia theorem, Linear 


functional, Bilinear mapping and inner product spaces. 


 


Text Books: 


1. K. Hoffman and R. A. Kunze, Linear Algebra, Prentice Hall of India. 


2. H. Dym, Linear algebra in Action (Graduate studies in Mathematics, American Mathematical 


Society 


 


Reference Books: 


1.  R A Horn, C R Johnson, Matrix Analysis, Cambridge. 


2.  J H Kwak, S Hong, Linear Algebra, Birkhauser  


 


Course Outcomes: 


At end of the course, the student will be able to: 


1. Understand the basic concepts of linear algebra related to stability, accuracy, etc. 


2. Find QR factorization of a matrix using Householder transformation and study its applications. 


3. Write various algorithms to solve system of linear equations to understand computational issues. 


4. Apply the SVD of a matrix in solving real life problems. 


Course Code : MAIC*** 


Course Title : Applied Linear Algebra 


Number of Credits and L/T/P scheme : 3 and 3/0/0 


Prerequisites (Course code)  : MAIC 102 


Course Category : IC 
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Course Learning Objectives 


1. Understand the fundamentals of AI and its potential for decision making. 


2. To introduce the concept of artificial intelligence, methods, techniques and applications 


3. Gain practical experience through case studies and hands-on projects. 


 


Course Content: 


Unit-1 Introduction to AI and Decision Making: Fundamentals of AI: Definitions, history, key concepts. 


Decision-making frameworks: Rationality, bounded rationality, intuition. The role of AI in decision 


making: Opportunities and challenges. 


Unit-2 Problem solving: State space search; production systems, search space control; depth first search, 


breadth-first search. Heuristic Based Search: Heuristic search, Hill climbing, best-first search, A*Algorithm 


and AO* algorithm, Min-max algorithms, game playing – Alpha beta pruning branch and bound, Problem 


Reduction, Constraint Satisfaction End, Means-End Analysis.  


Unit-3 Representing and Reasoning with Uncertain Knowledge: probability, connection to logic, 


independence, Bayes rule, Bayesian networks, probabilistic inference, sample applications.  


Unit-4 Decision-Making: basics of utility theory, decision theory, sequential decision problems, elementary 


game theory, sample applications.  


Unit-5 Machine Learning: Introduction, Machine Learning Process, Machine learning: Supervised, 


unsupervised, and reinforcement learning, Feature Engineering-Feature Extraction, Feature Selection, 


Feature Engineering Methods, Feature Engineering, Data Visualization, Line Chart, Bar Chart, Pie Chart, 


Histograms, Scatter Plot, Seaborn-Distplot, joint plot. Learning nearest neighbour, naive Bayes, and decision 


tree classifiers, Q-learning for learning action policies, applications. 


Unit-6 Applications of AI: AI in healthcare: Diagnosis, treatment, and medical imaging, AI in finance: 


Fraud detection, algorithmic trading, and risk assessment, AI in transportation: Autonomous vehicles and 


traffic optimization, AI in customer service and chatbots, AI in education: Personalized learning and 


intelligent tutoring systems. 


Text Books: 


1.  Rich E., Knight K. and Nair B. S., Artificial Intelligence, Tata McGraw Hills (2009) 3rded.  


2.  Luger F. G., Artificial Intelligence: Structures and Strategies for Complex Problem Solving, Pearson 


Education Asia (2009) 6thed.  


 


  


Course Code : AIPC 200 


Course Title : Decision Making Using AI 


Number of Credits and L/T/P scheme : 4 and 3/0/2 


Prerequisites (Course code)  : 


Basic understanding of computer science 


concepts and algorithms. Familiarity with 


introductory statistics and probability is 


beneficial but not mandatory. 


Course Category : PC 
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Reference Books: 


1.  Patterson W. D., Introduction to Artificial Intelligence and Expert Systems, Pearson (2015) 1st ed. 


2.  Russel S., Norvig P., Artificial Intelligence: A Modern Approach, Prentice Hall (2014) 3rd ed. 


 


Course outcomes 


1. Demonstrate fundamental understanding of Artificial Intelligence (AI) and its foundation. 


2. Analyse basic and advanced search techniques.  


3. Illustrate the concept of decision-making and machine learning. 


4. Apply basic principles of ML Algorithms and Models in various application domain. 
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Course Code : AIPC 202 


Course Title : Operating Systems 


Number of Credits and L/T/P scheme : 
4 and 3/ 0/ 2  


Prerequisites (Course code) :  


Course Category : IC/PC/PE/OE/AU 


 


Course Learning Objectives 


1. To understand the services and design of an operating system. 


2. To understand the structure and organization of file system 


3. To understand the process states and various concepts such as scheduling and synchronization related 


with it. 


4. To understand different memory management approaches. 


5. Students should be able to use system calls for managing processes, memory and file system. 


6. students should understand the data structures and algorithms for implementation of OS. 


 


Course Content 


Unit-1: Computer system architecture and organization, Introduction and evolution of OS, Introduction to 


distributed OS, Real time systems and multimedia systems. OS structures: OS services, system calls and 


programs, OS design and implementation. Processes: Process concept, scheduling policies, algorithms, 


multilevel queuing, operations on process, Inter-process communication. Threads: multithreading models 


and threading issues. CPU scheduling: Criteria and algorithms, multiprocessor and thread scheduling. 


Unit-2: Process synchronization: critical sections, classical two process and n-process solutions, hardware 


primitives for synchronization, semaphores, monitors, classical problems in synchronization (producer-


consumer, readers-writer, dining philosophers, etc.). 


Deadlocks: modelling, resource allocation, characterization, prevention and avoidance, detection and 


recovery. 


Unit-3: Memory management: Swapping, contiguous memory allocation, paging, multilevel paging, 


segmentation, demand paging, page replacement algorithms, allocation of frames, thrashing, working set 


model. Input/Output: I/O system and services, device controllers and device drivers, disks, scheduling 


algorithms and management. 


Unit-4: File system interface: access methods, access control, directory structures, file organization, file 


sharing and protection. system performance, protection and security, , OS design considerations for security, 


access control lists and OS support, internet and general network security. Operating system as service 


provider: Access control matrix, access control list, capability matrix, encryption and access permissions in 


Linux and Windows, Operating system based security threats: Viruses and worms, Trojan horses, trapdoors 


and keyloggers, Buffer overflow attacks, phishing and social engineering, Methods to prevent buffer 


overflows, logic bomb, Denial of service, virtual machines: history, benefits, building blocks, types of 


virtual machines and their implementation, virtualization and operating system components. 
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Reference Books:  


1. A. Silberschatz, Peter B. Galvin and G. Gagne, "Operating System Concepts," (6th or newer edition), 


Wiley.  


2. H. Brinch, "Operating System Principles," Prentice Hall of India.  


3. Dhamdhere, "Systems programming & Operating systems," TataMcGraw Hil 


4. A. N. Habermann, "Introduction to Operating System Design," Galgotia publication, New Delhi.  


5. A.S. Tanenbaum, "Modern Operating Systems," Prentice Hall of India. 


 


Course Outcomes: 


At the end of the course student will be able to 


1. Understand functions, structures and history of operating systems 


2. Able to know the design issues associated with operating systems 


3. Master various process management concepts such as scheduling, synchronization, multithreading and 


deadlocks 


4. Understand the various concepts associated with memory management such as virtual memory, demand 


paging, page replacements algorithms 


5. Be familiar with various protection and security mechanisms  


6. Be familiar with virtualization and operating system components  
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Course Code : AIPC 204 


Course Title : Neural Networks 


Number of Credits and L/T/P scheme : 4 and 3/0/2 


Prerequisites (Course code)  : Probability and Random Processes, Linear 


Algebra 


Course Category : IC/PC/PE/OE/AU 


 


Course Learning Objectives 


The objective of this course is Students can able to:   


1. Understand the difference between a biological neuron and artificial neuron. 


2. Understand building blocks of Neural Networks.  


3. Understand recent advances made in applying neural network or deep learning models. 


4. Understand the application areas of neural networks   


 


Course Content 


Unit-1 Basics: Biological Neuron, Idea of computational units, McCulloch–Pitts unit and Thresholding 


logic, Linear Perceptron, Perceptron Learning Algorithm, Linear separability. Convergence theorem for 


Perceptron Learning Algorithm, Historical Development of Neural Networks, Biological Neural Networks, 


Comparison Between them and the Computer, Comparison Between Artificial and Biological Neural 


Network. 


Unit-2 Artificial Neural Networks: Basic concepts of artificial neurons, single and multi layer perceptrons, 


perceptron learning algorithm, its convergence proof, different activation functions, softmax cross entropy 


loss function, Gradient Descent, Backpropagation, Empirical Risk Minimization, autoencoders. 


Unit-3 Deep Neural Networks: Difficulty of training deep neural networks, Greedy layerwise training, 


Newer optimization methods for neural networks (Adagrad, adadelta, rmsprop, adam, NAG), second order 


methods for training, Saddle point problem in neural networks, Regularization methods (dropout, drop 


connect, batch normalization), Types of errors, bias-variance trade-off, overfitting-underfitting. 


Unit-4 Convolution neural networks (CNNs): Introduction to CNNs – convolution, pooling, Deep CNNs, 


Different deep CNN architectures – LeNet, AlexNet, VGG, PlacesNet, Training a CNNs: weights 


initialization, batch normalization, hyperparameter optimization, regularization, dropout, etc, Understanding 


and visualizing CNNs.  


Unit-5 Recurrent neural networks (RNNs), Generative models and Application of neural networks: 


Recurrent Architectures, Transformers, Vision Transformers, Discussion on Recurrent Neural Networks 


(RNNs), Long-Short Term Memory (LSTM) architectures, Restrictive Boltzmann Machines (RBMs), 


Stacking RBMs, Belief nets, Learning sigmoid belief nets, Deep belief nets. Applications in vision, speech 


and natural language processing. 


 


Text Books: 


1. Ian Goodfellow, Yoshua Bengio and Aaron Courville, Deep learning, In preparation for MIT Press 2016. 


 


Reference Books: 


1. Raúl Rojas, Neural Networks: A Systematic Introduction, 1996. 


2. S. Haykin, Neural Networks and Learning Machines, Prentice Hall of India, 2010. 


3. Satish Kumar, Neural Networks - A Class Room Approach, Second Edition, Tata McGraw-Hill, 2013. 


4. B. Yegnanarayana, Artificial Neural Networks, Prentice- Hall of India, 1999 4. C.M. Bishop, Pattern 


Recognition and Machine Learning, Springer, 2006. 


 


 



http://www.springer.com/in/book/9783540605058
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Course outcomes 


1. Able to demonstrate knowledge of understanding of neural networks. 


2. Understand various deep learning models such CNN, Autoencoders, RNN, transformer, etc. 


3. Analyze various applications solved through the use of deep learning models. 


4. Design and implement their own deep learning models for the problem of their choice. 
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Course Code : AIPC 206 


Course Title : Fuzzy Systems and Evolutionary Computing 


Number of Credits and L/T/P scheme : 4 and 3/0/2 


Prerequisites (Course code)  : Basics of Calculus and classical set theory 


Course Category : PC 


 


Course Learning Objectives 


The objective of this course is Students can able to: 


1. To understand the fundamental theory and concept of fuzzy logic and sets. 


2. To introduce concepts of various fuzzy systems and their functions, and fuzzy rules for reasoning. 


3. To understand the biologically inspired evolutionary algorithm such as neural networks, genetic 


algorithms, ant colony optimization, and bee colony optimization 


 


Course Content 


Unit-1 Introduction to Fuzzy Logic, Classical Sets and Fuzzy sets: Classical sets, Fuzzy sets. Classical 


Relations and Fuzzy Relations: Cartesian Product of relation, classical relation, fuzzy relations, tolerance 


and equivalence relations, non-iterative fuzzy sets. Membership Function: features of the membership 


functions, fuzzification, methods of membership value assignments. Defuzzification: Lambda-cuts for fuzzy 


sets, Lambda-cuts for fuzzy relations, Defuzzification methods. Fuzzy Arithmetic and Fuzzy measures: 


fuzzy arithmetic, fuzzy measures, measures of fuzziness, fuzzy integrals. 


Unit-2 Fuzzy Rule base and Approximate reasoning: Basic Definition and Terminology, Set-theoretic 


Operations, Member Function Formulation and Parameterization, Fuzzy Rules and Fuzzy Reasoning, 


Extension Principle and Fuzzy Relations, Fuzzy If-Then Rules, Fuzzy Reasoning , Fuzzy Inference Systems, 


Mamdani Fuzzy Models, Sugeno Fuzzy Models, Tsukamoto Fuzzy Models, Input Space Partitioning and 


Fuzzy Modeling.  


Unit-3 Neural networks: Single layer networks, Perceptrons: Adaline, Multilayer Perceptrons Supervised 


Learning, Back-propagation, LM Method, Radial Basis Function Networks, Unsupervised Learning Neural 


Networks, Competitive Learning Networks, Kohonen Self-Organizing Networks, Associative Memory, 


Learning Vector Quantization, Hebbian Learning. Recurrent neural networks. Adaptive neuro-fuzzy 


information; systems (ANFIS), Hybrid Learning Algorithm, Applications to control and pattern recognition. 


Unit-4 Derivative-free Optimization Genetic algorithms: Basic Concepts, Basic Operators for Genetic 


Algorithms, encoding, Crossover and Mutation Properties, Genetic Algorithm Cycle, Fitness Function, 


Reproduction, Applications of Genetic Algorithm, Differences of GA and traditional optimization methods. 


Basic genetic programming concepts Applications. 


Evolutionary Computing, Simulated Annealing, Random Search, Downhill Simplex Search, Swarm 


optimization, ant colony optimization, bee colony optimization. 


 


Text Books: 


1. Soft Computing – Advances and Applications - Jan 2015 by B.K. Tripathy and J. Anuradha – Cengage 


Learning 


2. Timothy J. Ross, “Fuzzy Logic with Engineering Applications”, Third Edition 
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Reference Books: 


1. Principles of Soft Computing by S.N. Sivanandam, S. N. Deepa, John Wiley & Sons.  


2. Neural Networks and Learning Machines by S. Haykin, Prentice Hall of India.  


3. Genetic Algorithms in Search, Optimization and Machine Learning by D.E. Goldberg, Pearson.  


4. Fuzzy Logic with Engineering Applications by T.J. Ross, John Wiley & Sons.  


5. Foundations of Neural Networks, Fuzzy systems and Knowledge Engineering by N.K. Kasabov, MIT 


Press.   


6. An Introduction to Genetic Algorithms by M. Mitchell, MIT Press. 


 


Course Outcomes 


1. Understand the concepts of classical and fuzzy sets. 


2. Understand the basic ideas of fuzzy logic, operations and properties of fuzzy sets and also about fuzzy 


relations.  


3. Understand the neural networks and its applications. 


4. Solve single objective optimization problems using Genetic algorithm.  


5. Understand the biologically inspired evolutionary algorithm such as neural networks, genetic algorithms, 


ant colony optimization, and bee colony optimization. 







